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A Bright Source of Cold Atoms

Yu Lu, Ph.D.

The University of Texas at Austin, 2019

Supervisor: Mark G. Raizen

This dissertation describes a general approach of generating a high flux of cold

atoms that can be confined in a magneto-optical trap. As an alternative to the

state-of-the-art laser cooling method, this approach widens our ability to cool and

control atoms without relying on a specific atomic transition and availability of laser.

In this dissertation I will discuss the design, construction of the experiment and

characterization of a pulsed cold atom source in detail.

This work is based on a new paradigm: entrainment of atoms in the carrier gas

of a supersonic beam, followed by the magnetic deceleration and trapping. Our

methodology is based on the supersonic beam created by the expansion of a dense

carrier gas from a pulsed release of gas through a small aperture. Cold noble gas

emerging from this pulsed high pressure supersonic nozzle acts as a carrier, into

which atoms of interest are then entrained. In our studies with the lithium atoms,

up to 1011 atoms per pulse could be entrained into a supersonic beam of helium at a

translation temperature of below 100 mK. The supersonic valve is typically operated

at a rate of below 1 Hz in the experiment. A much larger flux can be achieved at a

higher repetition rate. These atoms are moving at a speed of 500 m s−1 and need to be

decelerated almost to a complete stop, in order to be trapped and cooled to quantum

degeneracy. A 2.5-meter long moving-trap magnetic decelerator with 480 coil pairs

was built and characterized. Atoms moving at a speed around 500 m s−1 were trapped

and decelerated to various final velocities ranging from 400 m s−1 to 50 m s−1, at a

resulting temperature of 30 mK and a flux of 108 ∼ 109 atoms per pulse. This whole

process takes place within only 10 ms, at a repetition rate of 100 Hz 1010 ∼ 1011

atoms can be delivered per second. This approach is very general compared to the
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laser cooling, since most atoms in the periodic table have a magnetic moment in their

ground state or can be optically pumped to a long-lived para-magnetic metastable

state.

In this dissertation, I show the working principle of each component of our ex-

periment and characterize the atom beam at multiple stages. I describe in detail

the construction and optimization of our magnetic decelerator, and demonstrate the

control and monitoring system with the experiment results. Also implemented in

this work is a flexible laser system that is composed of a reference diode laser and

two tapered amplifiers to control and probe the internal states of atoms, as well as

provide the trapping force. I also explore the optical molasses and chirped cooling

techniques which help load the atoms into a magneto-optical trap. The successful

demonstration of this method of creating a cold atom source leads us to believe that

the magnetically decelerated supersonic atoms will play an important role in the area

of cold atom physics.
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Chapter One: Introduction

The field of cold atom physics is one of the fastest expanding and most inter-

disciplinary fields in physics. The development of cold atom physics opens doors to

many exciting areas such as precision spectroscopy [36], quantum optics [71], atom

laser [17], and quantum information [66]. While more and more achievements in this

area have been applied to advanced topics like quantum computing [109] and cryp-

tography [48], the fundamental study of the cold atom systems is still drawing large

attention from scientists around the world, such as optical Maxwell’s demon [103],

cold and ultra-cold collisions [122], quantum turbulence [55], etc.

This chapter provides a brief introduction to cold atom physics, followed by a

quick overview of its history. I then introduce the motivation of this research of

generating a bright source of cold lithium atoms.

1.1 Cold atom physics

1.1.1 Towards absolute zero

The development of physics started with the understanding of fundamental phe-

nomena in our environment. While there is a lof of interesting physics under nor-

mal parameter settings, exotic physics tends to exists when moving towards extreme

physical conditions, such as black holes, superconducting metals, plasma, etc. Tem-

perature, or kinetic energy, is also a parameter that provides exciting physics at its

extreme ends. High energy physics, solar physics, and plasma physics have been un-

der active studies for many decades [29,35,62,127]. Moving towards the lowest limit

of the thermodynamic scale, where temperature gets close to the absolute zero, we

step into the amazing world of cold atom physics.

Fascinating phenomena appear in systems with dilute concentrations of atoms and

molecules at temperatures near the absolute zero, where the de Broglie wavelength

(λdB) of characteristic thermal motions, becomes comparable to the mean interpar-

ticle separation, r = ρ−1/3, with ρ being the density. All substances begin to depart

from classical physics when cooled towards this temperature, quantum mechanical
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effects become dominant and new phenomena emerge. Quantum physics describes

matter at absolute zero as the point of the lowest internal energy. Among other in-

teresting phenomena, Bose Einstein Condensation (BEC), a unique state of matter

that does not occur at a room temperature, has been created using neutral atoms

since the 1990s.

BEC of a dilute gas, as predicted by Bose and Einstein in 1924 [19], is the macro-

scopic occupation of the ground-state of a system of Bosons. This system of de-

generate dilute gas shows remarkable properties that contribute to understanding of

various phenomena ranging from superfluidity and superconductivity [44] to the ex-

treme density of neutron stars [104]. It has been created by numerous groups, using

elements such as rubidium-87 [3], lithium-7 [20,21] and sodium [32,80]. A similar ex-

ample of a new phase of matter at ultracold temperatures is the degenerate Fermi gas,

which has been studied with elements such as potassium-40 [34] and lithium-6 [90].

The number density of atoms in the quantum degenerate state increases as the

temperature approaches absolute zero. For a dilute gas of massive particles, the de

Broglie wavelength at thermal equilibrium serves as a measure of delocalization of

atoms:

λdB =
h√

2πmkBT
. (1.1)

Here h = 6.626× 10−34 m2 kg s−1 is Planck’s constant, m is the mass of the particle,

kB ≈ 1.38× 10−23 J K−1 is the Boltzmann constant, and T is the temperature of the

gas at equilibrium.

The de Broglie wavelength shows the wave-like nature of particles and describes

the rough size of the region where atoms can be found with high probability. With

total of N particles occupying a space of volume V , the particle number density is

given by n = N/V . From here the phase space density is defined as:

ρ = nλ3
db. (1.2)

Quantum nature dominates when the de Broglie wavelength is comparable to or larger

than the inter-particle spacing. For dilute condensates,

λdB � (
V

N
)1/3 � a, (1.3)

where a is the scattering length. From the aspect of the phase space density, ideal

gases at thermal equilibrium follow a Maxwell-Boltzmann distribution when ρ �
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1, and obey either Bose-Einstein statistics or Fermi-Dirac statistics when ρ ∼ 1,

depending on whether they are Bosons or Fermions.

The path of cold atoms towards quantum degeneracy provides a versatile platform

for experiments in many-body physics. Cooling of a dilute atom gas pushed low-

temperature physics into a territory orders of magnitude colder than the millikelvin

regime of the helium superfluids, providing precise tests of keystone theories of many-

particle quantum systems [129]. Additionally, it has lead to new physical systems such

as mixed degenerate Fermi gases [34,90,113].

1.1.2 Cooling

Cooling atoms to ultracold temperatures requires techniques that slow down the

atoms in their center-of-mass frame. The temperature of the atom cloud is set by the

average kinetic energy of atoms relative to the center-of-mass motion:

T =
mv2

kB
(1.4)

Here v is the standard deviation of the velocity distribution that follows Maxwell-

Boltzmann distribution, m is the mass of an atom and kB is the Boltzmann constant.

Laser cooling and trapping are techniques used to reduce the velocity of atoms

to near zero Kelvin and confine them to a particular volume in space. Laser cooling

makes use of the radiation pressure of light to remove the kinetic energy of atoms, it

thus slows them down and reduces their temperature to milli to micro-Kelvin range.

The force used to cool and trap atoms is exerted by photons that scatter off atoms.

The imbalance in momentum transfer due to absorption from one direction and re-

emission in a random direction results in a net cooling mechanism. This is similar

to bombarding a bowling ball by a stream of ping pong balls. However, under a

high scattering rate of 106 s−1 or more photons per second, atoms can experience a

deceleration as large as 105 g, where g is the standard gravity of earth. Achieving

such a high deceleration requires a cycling transition in the atomic level structure as

well as laser frequencies tuned to resonance. Due to its simplicity and high efficiency,

laser cooling is often used as a first stage to cool atoms below milli-Kelvin [95].

The invention of the laser has played a key role in atomic physics. In 1975, Han-

sch and Schawlow suggested that the forces on atoms exerted from the laser light

could be so substantial that cooling can be achieved using them [52]. In the same
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year, Wineland and Dehmelt also suggested that laser cooling could be applied to

trapped ions, with experiment reporting the cooling of Mg+ ions and Ba+ ions [124].

Later in 1978, Ashkin brought up the idea that lasers could also be used to trap

atoms [5]. The first experimental demonstration of decelerating atoms was realized

in 1982, using a Zeeman slower, by Phillips and Metcalf [96]. After advances in the

laser technology, such as improved power stability, wavelength availability and tun-

ability, laser cooling has been successfully applied to variety of atom species. By the

late 1980s, researchers had achieved the lowest possible temperatures of sodium by

laser cooling to its Doppler limit, 240µK. In 1985, Steven Chu and colleagues at Bell

Labs proposed a new cooling technique called optical molasses [25]. In 1988 Phillips,

Metcalf and their colleagues, adopted this technique and published the first experi-

ment on cooling the sodium atoms below the Doppler limit [74]. This violated the

generally accepted theory of Doppler cooling. The unexpected cooling mechanism

was then quickly explained by including more atomic states and effects of laser po-

larization in the theory, subsequently the recoil limit was proposed as the new lower

limit of cooling. However, in the same year Claude Cohen-Tannoudji and his col-

leagues achieved cooling of metastable 4He below its one-photon recoil limit (23µK),

by velocity-selective optical pumping [6]. As researchers gained better understanding

of Doppler cooling and combined with the evaporative cooling technique [56], the

first BEC was observed in rubidium atoms by Eric Cornell and colleagues in 1995 [3],

and shortly thereafter in sodium by Ketterle and colleagues [32]. Since then atoms

at ultracold temperatures with high phase space density have opened a new chapter

for physics and led to exciting studies. Other cooling methods include buffer gas

cooling [123], Sisyphus cooling [30], etc.

By applying methods like laser cooling, the temperature of atoms can be reduced

to below millikelvin, usually to a few hundreds of microkelvin or even lower [6].

Another technique, evaporative cooling [69], is commonly used as the last step to

reach quantum degeneracy of the atom gas. Evaporative cooling was first proposed

by Harald F. Hess in 1986 [56] for spin-polarized atomic hydrogen. It is based on the

removal of the most energetic atoms from the trap followed by a re-thermalization of

the remaining atoms by elastic collisions. This technique was implemented on alkali

atoms in 1995 to produce the first BEC [3]. The great potential of the evaporative

cooling technique stems from the fact that it can increase the phase-space density by

six orders of magnitude [23].
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1.1.3 Trapping

In order to confine neutral atoms at ultracold temperatures, researchers have

applied various trapping techniques. Electromagnetic fields can be configured to

confine atoms. Spherical quadrupole traps [82] consisting of two coils in an anti-

Helmholtz configuration were used for the first magnetic trapping of neutral atoms.

Unfortunately, at low temperatures the zero magnetic field at the center of the trap

causes a complete loss of atoms due to the Majorana spin flips [53, 54]. To avoid

this, blue detuned laser beams were used to push atoms away from the center but

with additional complexity [32]. The first stable and purely magnetic trap was the

time-orbiting potential (TOP), where a rotating bias field is added to the spherical

quadrupole trap [93], which was used in the first observation of a BEC [3]. The

most common magnetic trap for neutral atoms is Ioffe-Pritchard (IP) trap, which

consists of a radial quadrupole field and an axial parabolic field [98]. Variations of

IP trap include the baseball trap [12], the cloverleaf IP trap [81] and the quadrupole

Ioffe configuration (QUIC) trap [39]. The workhorse of cold neutral atom research

is the magneto-optical trap (MOT), for its simplicity and depth [99]. In a MOT,

the trapping force stems from radiation pressure of laser beams that converge at

the center. A weak spatially inhomogeneous magnetic field is added as the tuning

knob. In addition to the 3D confinement, the laser light in the MOT also provides

Doppler and possibly sub-Doppler cooling of the atoms. Due to these advantages,

the magneto-optical trap became the state-of-the-art trapping technique in cold atom

physics for the microkelvin regime.

1.2 Motivation

1.2.1 Limitations of laser cooling

As the state-of-the-art technique, laser based cooling and trapping methods have

been the workhorse for generating degenerated dilute gases. However, the laser cool-

ing technique is not a general method.

In order to make laser cooling work, atoms or molecules mush have a cycling

transition which guarantees the continuous scattering of photons. In order to achieve

cycling transitons in neutral atoms, one either seeks direct two-level transitions that
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cycles according to selection rules, or tries to use a combination of multiple lasers

targeting different transitions. However, neutral atoms that have been cooled by

laser based methods are just a very small portion of the periodical table: Li, Na, K,

Rb, Cs, Be, Mg, Ca, Sr, Cr, Yb, He, Ne, Ar, Kr, Xe 1. Additionally, the availability

of stable lasers with proper power and wavelength is another limiting factor.

For molecules, due to their complex rotational and vibration energy level struc-

tures, finding a cycling transition is quite challenging. Except for a few molecular

species that have been directly cooled by laser [110], many molecules were cooled

by using other techniques, such as binding molecules with atoms and cool them to-

gether [84], or decelerating molecular beams from a cold source [115].

Another disadvantage of using near-resonant light for cooling and trapping is that

there is a limit of the minimum achievable temperature due to a significant probability

of photon recoil. In near-resonant traps with high atom number density, the collision

rate between atoms is large. Due to the presence of the near resonant light, the

fraction of atoms in the excited state increases and inelastic collisions between atoms

with one of the atoms in the excited state occur, this results in an inelastic exchange

of energy between the atoms which causes loss of atoms from the trap [23].

1.2.2 Our approach

We explore a new approach to cool and produce a bright source of cold atoms.

With some extra engineering effort this method is generally applicable to all atoms

that are paramagnetic in their ground states or metastable states, as well as molecules

with a paramagnetic state. We use lithium-7 to benchmark this method.

The method is based on a supersonic beam, created from the expansion of a dense

carrier helium gas from a supersonic Even-Lavie valve, which is operated in pulsed

mode through controlling an actuated valve. The valve can operate at up to many

times atmospheric pressure and cryogenic temperatures, providing a very directional

and cold beam of atoms. This beam acts as carrier into which natural abundance

lithium atoms are then entrained. The entrainment happens near the output of the

supersonic valve. Through frequent collisions, the seeded lithium atoms equilibrate

to the low temperature and gain the beneficial collimation properties from the super-

1Data from http://chadorzel.com/principles/2013/08/19/

know-your-laser-cooled-atoms/.
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sonic carrier. As the beam expands, collisions subside and the lithium atoms decouple

from the carrier helium atoms, resulting in a beam with temperature below 100 mK

but moving at 480 m s−1. We then use a series of 480 anti-Helmholtz coil traps to

decelerate the lithium beam while maintaining a 3D confinement of the atoms. We

constructed this decelerator from scratch based on our previous one-dimensional coil-

gun [86]. Step-by-step testing and optimization has also been performed. Currently

the decelerator is capable of being operated from 500 m s−1 to 50 m s−1. We also

constructed the optical molasses and laser chirped cooling to help load atoms coming

out from decelerator into a MOT for future experiments. In the future, modification

of the circuit design and the vacuum component setup could help in reaching a lower

final speed so that atoms can be captured and trapped directly by a trap without

any lasers involved.

I start with introducing the related fundamentals of atomic physics in Chapter

2, followed by describing the laser system and optics in our experiment in Chapter

3. In Chapter 4, I illustrate the setup and procedures of our experiment towards a

cold supersonic lithium beam. The assembling and characterization of the magnetic

decelerator is discussed in Chapter 5. Experiments of optical molasses and chirped

cooling on the slowed atoms are described in Chapter 6. By the end of this disserta-

tion, in Chapter 7, a summary of this research work and its potential improvements

are provided, together with a brief review of the future directions of this project.
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Chapter Two: Atomic physics and lithium-7

This chapter discusses the fundamentals of the atomic physics theory. Starting

with the atom-electric field interaction with a model of two-level system. This pro-

vides us with valuable insights regarding the spontaneous emission, the scattering

rates and the population distributions of the internal states of atoms. This two-level

model is oversimplified in the sense that it does not take into account any sponta-

neous emission, which is an important process in such interaction. The distribution

of internal states of two-level atoms is described via the optical Bloch equations. The

interaction of atoms with external magnetic fields is discussed, where I introduce the

Zeeman effect, which is a key concept that we use in many aspects of our experiment.

As we mainly used lithium-7 in our experiment, it is helpful to have an overview

of its various properties, such as physical properties, hyperfine structures, optical

transitions, etc. This is discussed by the end of this chapter.

2.1 Notation

In this dissertation, I use the generally accepted notations for atom energy state,

with L as the orbital angular momentum, S as the spin quantum number and J =

L+S as the total electron angular momentum. Additionally, nuclear spin is denoted

I. The projection of angular momentums are: MS, ML, MJ and MI , as listed in

Table 2.1. An atomic state is then written in the following form:

2S+1LJ (2.1)

2.2 Atoms in an electric field

2.2.1 Two-level systems

The two-level system is a simple model that helps in the study of the interactions

between an atom and an external field, modeled as Hamiltonian, given by

H = H0 +H ′(t), (2.2)
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Notation Meaning
n Principle quantum number
L Orbital angular momentum
S Electron spin angular momentum
J Total electron angular momentum
I Nuclear spin
F Total atomic angular momentum
Mx Angular momentum along projected axis, x=L,J,F,S
ω Angular frequency in rad/s
τ Lifetime of an excited state
Γ Atom spontaneous decay rate in rads/s, Γ = 1/τ
γ Nature linewidth of an atomic energy level in Hz, Γ = 2πγ
Isat Laser saturation intensity

Table 2.1: Common notation used in this dissertation.

where H0 describes the atom in a field-free environment and H ′(t) is the perturbation

from a classical oscillating electric field.

The energy eigenvalues of the atom Hamiltonian H0 are given by En = h̄ωn cor-

responding to the energy eigenstates φn(~r). The time-evolution of the wave function

is calculated by the time-dependent Schrödinger equation

ih̄
∂

∂t
Φ(~r, t) = HΦ(~r, t), (2.3)

where Φ(~r, t) is the wave function and ~r is the relative position of the electron to the

center of mass of the atom. For a two level system (n = 0, 1), the wave function at

time t is given by

Φ(~r, t) = c1(t)φ1(~r)e−iE1t/h̄ + c2(t)φ2(~r)e−iE2t/h̄, (2.4)

where c1(t) and c2(t) are constants that depend on the initial conditions, with nor-

malization requirement of ‖c1‖2 + ‖c2‖2 = 1. One can also write Eq. 2.4 in a vector

form, then the Hamiltonian H becomes a 2x2 matrix. Using Dirac notation, Eq. 2.4

becomes

Φ(~r, t) = c1 |1〉 e−iω1t + c2 |2〉 e−iω2t, (2.5)

where ω1 = E1/h̄, ω2 = E2/h̄.

To investigate the interaction of atoms with the light, consider an electric field

that behaves like a monochromatic plane wave traveling in the positive z direction
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~E(z, t) = ~E0 cos(kz − ωt). One has to take into account the energy of the electric

dipole −e~r. The perturbation is given by

H ′(t) = e~r · ~E0 cos(kz − ωt). (2.6)

If we absorb the diagonal elements of H ′(t) into H0, and plug equation 2.4 in to

2.3, we can write the perturbation term as

H ′ =

[
0 〈1|H ′(t)|2〉

〈2|H ′(t)|1〉 0

]
. (2.7)

Thus, we have

ih̄c′1(t) = c2(t)H ′12(t)e−iω0t

ih̄c′2(t) = c1(t)H ′21(t)eiω0t
, (2.8)

where ω0 = ω2 − ω1, c′1 and c′2 are the time dependent coefficients for the new per-

turbation expression.

Eq. 2.8 is effectively the time-dependent Schrödinger equation. Some approxima-

tions are needed to be able to solve these equations for c1(t) and c2(t) to obtain the

state probability as a function of time.

The first is the dipole approximation, here we consider that the radiation has a

wavelength λ that is much larger than the size of the Bohr radius a0 of the atom,

λ � a0. This means that the electric field can be treated as a uniform field over all

the atoms. Thus, we can write the interaction term as

H ′12 = H ′21 = h̄Ω cos(ωt), (2.9)

where the Rabi frequency Ω is defined as

Ω =
−eE0

h̄
〈2|r|1〉 , (2.10)

with

〈2|~r · ~E0|1〉 =

∫
φ∗2(r)~r · ~E0φ1(r)d3~r = E0 〈2|r|1〉 . (2.11)

Here E0 = ‖ ~E0‖ is constant for all space.

The second approximation is the rotating wave approximation. In this case the

radiation has a frequency ω that is close to the atomic resonance ω0, such that

|ω − ω0| � 1 and ω + ω0 ≈ 2ω0. The terms of order 1/ω can be neglected while
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keeping terms of order 1/δ, where δ = ω − ω0 is the detuning of the electric field

frequency relative to the atomic transition. The next step is to decouple the two

equations in 2.8 by taking their time derivative with the initial conditions that the

atoms are in the ground state |1〉, i.e. c1(0) = 1, c2(0) = 0. We have the solution

written as

c1(t) =
(

cos
Ω′

2
− i δ

Ω′
sin

Ω′t

2

)
eiδt/2 (2.12)

and

c2(t) = −i Ω

Ω′
sin(

Ω′t

2
e−iδt/2). (2.13)

Here Ω′ =
√

Ω2 + δ2 is the oscillation frequency for the probability of finding an atom

in the initial state |1〉 or the excited state |2〉. A special case is when t = π/Ω′, in

this case all the atoms are in the excited state, and the laser pulse that generates this

distribution is called a π − pulse.
In the above discussion we assumed a monochromatic source. If we instead con-

sider a broadband radiation source and use Einstein’s treatment, we can calculate

the rate of spontaneous emission of photons from the atoms, as well as the lifetime

of the excited states.

Consider atoms with two levels |1〉 and |2〉, the population of the ground and

excited states are given by:

dn2(t)

dt
= n1(t)B12ρ(ω12)− n2(t)B21ρ(ω12)− n2(t)A21, (2.14)

where ρ(ω12) is the energy density per unit frequency interval of the radiation field.

B12, B21 are the Einstein coefficients for photon absorption and induced emission,

respectively. A21 is the Einstein coefficient for spontaneous emission.

Additionally, when there is no laser field the population of each state at equi-

librium is given by the Boltzmann equation, n2/g2 = n1/g1exp(−h̄ω/kBT ), we then

have

A21 =
h̄ω3

π2c3
B21 (2.15)

and
dn1(t)

dt
= −dn2(t)

dt
, (2.16)

where g1, g2 account for the energy level degeneracy.

The energy density of the applied electric field in the frequency interval ω to

ω + dω is given by ρ(ω)dω = 1/2ε0E
2
0(ω), thus the Rabi frequency has a relation
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‖Ω‖2 ∝ 2ρ(ω)dω/ε. If we integrate ‖c2(t)‖2 we have the transition rate between the

two levels as

R12 =
‖c2(t)‖2

t
=
πe2‖ 〈2|r|1〉 ‖2

εh̄2 ρ(ω0). (2.17)

Summarize above equations, we get

B12 =
πe2‖ 〈2|r|1〉 ‖2

3ε0h̄
2

A21 =
4α

3c2
ω3‖ 〈2|r|1〉 ‖2,

(2.18)

where α = e2/4πε0h̄c ≈ 1/137 is the fine-structure constant. Solving equations 2.14

and 2.15 with the conditions ρ(ω21) = 0 and n1 +n2 = N , we find that the population

in the upper level has an exponentially decaying solution n2(t) = n2(0)exp(−A21t),

thus the decay rate Γ can be derived as

Γ = A21 =
1

τ
, (2.19)

Where τ is the lifetime in seconds of the excited state. If there is more than one

excited degenerate state, the Einstein A coefficients need to be summed through all

possible decay channels to get the total decay rate. The decay rate Γ = 2πf here has

units of rad/s, while the resonant frequency f for the corresponding transition is in

units of Hz.

2.2.2 The Optical Bloch equations

Above, we have solved the two-level system for an atom coupled to an oscillating

electric field. However, this simple model only takes into account the excitation and

stimulated emission by an electric field with coherent evolution of the single atom

state amplitudes, from its nature of using a pure state description (the ket notation).

To describe a statistical mixture of several states, a mixed state using a density matrix

description is needed:

ρ =

(
‖c1‖2 c1c

∗
2

c2c
∗
1 ‖c2‖2

)
=

(
ρ11 ρ12

ρ21 ρ22

)
. (2.20)

After plugging it into Schrödinger equation:

ih̄
dρ

dt
= [H, ρ], (2.21)
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and taking care of the commutator [A,B] = AB − BA, we have the optical Bloch

equations:
dρ11

dt
= Γρ11 +

i

2
(Ω∗ρ21e

iδt − Ωρ12e
−iδt)

dρ22

dt
= −Γρ22 +

i

2
(Ω∗ρ12e

−iδt − Ωρ21e
iδt)

dρ12

dt
= −(

Γ

2
+ iδ)ρ12e

−iδt +
i

2
Ω∗(ρ22 − ρ11)

dρ21

dt
= −(

Γ

2
− iδ)ρ21e

iδt +
i

2
Ω(ρ11 − ρ22),

(2.22)

the population of excited state at steady state dρi,j/dt = 0 i, j ∈ 1, 2 then becomes

ρ22 =
s0/2

1 + s0 + (2δ/Γ)2
, (2.23)

where the saturation parameter is given by

s0 = 2Ω2/Γ2 = I/Isat, (2.24)

with saturation intensity:

Isat =
πhc

3λ3τ
. (2.25)

In atomic physics experiments, lasers are often used to excite the atoms into the

excited states. A very important equation often used is the photon scattering rate,

given by the decay rate Γ times the excited state population ρ22,

Rscatter =
s0Γ/2

1 + s0 + (2δ/Γ)2
. (2.26)

Note that when s0 � 1, we have ρ22 ≈ 1/2. In this case ground and excited

states will be equally distributed, this happens when the laser stimulated excitation

and stimulated emission rates are equal, called ‘saturation’. Under this condition the

scattering rate can be rewritten as

Rscatt ≈
s0

1 + s0

Γ/2

1 + (2δ/Γ′)2
, (2.27)

where Γ′ = Γ
√

1 + s0 is the power-broadened linewidth of the transition. This effect

of broadened linewidth at high laser power is called ‘power broadening’ [18], which is

the result of shortening the lifetime of the upper level due to stimulated emission.
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2.2.3 Absorption cross-section

During the interaction between atoms and laser light, absorption reduces the

laser intensity while stimulated emission contributes to the light. The strength of the

interaction is proportional to the intensity of the incoming light as well as the cross-

section σ. The change of the laser light intensity at a small propagation distance ∆z

can be calculated as

∆I(ω) = −n1I(ω)σ(ω)∆z + n2I(ω)σ(ω)∆z, (2.28)

where n1, n2 are the population of atoms in the ground and excited states, and we

assume both absorption and stimulated emission have the same cross section. At the

steady state, the absorbed energy must be equal to the emitted energy, which means

(n1 − n2)σI = n2A21h̄ω. (2.29)

Additionally, the total number of the atoms is conserved n = n1 + n2, so

σ =
Ω2/4

(ω − ω0)2 + Γ2/4

A21h̄ω

I
, (2.30)

where Ω is Rabi frequency which can be written in terms of the laser intensity, ω is

the laser frequency and ω0 is the atom energy transition frequency, in rad s−1. Thus,

σ =
3π2c2

ω0

A21gL(ω). (2.31)

With the Lorentzian line shape function

gL(ω) =
1

2π

Γ

(ω − ω0)2 + Γ2/4
, (2.32)

Eq. 2.28 can be written as

dI(ω)

dz
= −(n1 − n2)σI(ω). (2.33)

For low laser intensity at the resonance frequency ω = ω0, n1 = 1, n2 = 0, Eq.

2.33 can be further reduced to
dI

dz
= −σnI, (2.34)

with σ = 3λ2/2π. The transmitted light has intensity:

I = I0e
−σnz ≡ I0e

−OD, (2.35)
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where OD = nσz is the optical density, or column density of the atomic cloud. This

equation provides the baseline for absorption imaging. In an experiment of absorption

imaging with strong laser power, one may also need to consider the saturation effects

[63].

2.3 Atoms in a magnetic field

2.3.1 The magnetic dipole moment

The electron magnetic dipole moment of an atom comes from the orbital magnetic

dipole moment ~µL = −gLµB~L/h̄ which stems from the orbital motion of the electron,

and the spin magnetic dipole moment ~µs = −gsµB ~S/h̄ which is intrinsic for an

electron. The total magnetic dipole moment ~µJ = gJµB ~J/h̄ results from both spin

and orbital angular moment of the electron, which is related to the total angular

momentum J .

The magnetic dipole moment in an externally produced magnetic field experiences

a torque ~τ as well as a force ~Fdipole from the magnetic potential energy U :

~τ = ~µ× ~B

U = −~µ · ~B.
(2.36)

This torque leads to the precession of the angular momentum vector ~J about the

external field axis ~B. The precession frequency is given by the Larmor frequency

ω = −egJB
2me

. (2.37)

In a strong magnetic field, the potential energy of a magnetic dipole becomes

U = MJgJµBB. (2.38)

Here we assume that the external magnetic field ~B is aligned along the z-axis of the

atom such that MJ takes value J, J-1, ..., 0, ..., -J+1, -J. The resulting force is then

given by
~F = −∇U = −MJgJµB∇B, (2.39)

where atoms with states MJ < 0 are attracted to higher potential, they are called

high-field-seeking (HFS) states. Atoms with MJ > 0 are attracted to lower potential,
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and these states are called low-field-seeking (LFS) states. For the lithium-7 ground

states, all the 2S1/2 F = 1 magnetic hyperfine states are HFS, while the 2S1/2 F = 2

state has mixed LFS (MJ = −1, 0, 1, 2) and HFS (MJ = −2) magnetic hyperfine

levels. This arrangement can also be seen from the Zeeman shift in Fig. 2.1.

2.3.2 The Zeeman effect

The Zeeman effect is the splitting of spectral lines into several components when

the atoms are subject to an external magnetic field. The resulting energy shift de-

pends on the magnetic moment along the field axis and the field strength. Common

treatment of the Zeeman effect depends on the strength of the external magnetic field

as compared to the internal field which is involved in spin orbit coupling. When the

external magnetic field is smaller than the internal field, the internal field dominates

and the external field can be treated as a small perturbation to the Hamiltonian.

Similarly, the external field dominates if it is larger than the internal field, then the

internal field can be treated as a perturbation. The interaction part of the Hamilto-

nian is

H ′ = −(gjµB ~J + gIµN ~I) · ~Bext, (2.40)

where gJ and gI are the Landé g-factors for the total orbital angular momentum and

the nuclear spin, respectively.

For Bext � Bint, the hyperfine coupling dominates and the good quantum numbers

are: N, F, J and I. The energy level correction is then given by

∆E = 〈NFJI|H ′|NFJI〉 =
e

2m
Bext 〈 ~J + ~I〉 = µBgFBextMF , (2.41)

where µB = eh̄
2m
≈ 9.274 × 10−24 J T−1 is the Bohr magneton, and gF is the Landé

g-factor given by:

gF = gJ
F (F + 1) + J(J + 1)− I(I − 1)

2F (F + 1)
− gI

me

M

F (F + 1)− J(J + 1) + I(I − 1)

2F (F + 1)
.

(2.42)

Here we assume that the external field is aligned along the z-axis such that MF takes

values of F, F-1, ..., 0, ..., -F+1, -F.

For Bext � Bint, the electron spin and the nuclear spin couple to the external field

separately and F is no longer a good quantum number, and the energy shift will be
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written as

∆E = 〈NJI|H ′|NJI〉 = (µBgJMJ + µNgIMI)Bext, (2.43)

where the nuclear magneton µN ≈ 5.051 × 10−27 J · T−1, which is more than 1000

times smaller than the Bohr magneton µB, and is usually ignored in calculations.

Here we also assume that the field is aligned along the z-axis where the MJ takes the

values of J, J-1, ..., 0, ..., -J+1, -J, and MI takes I, I-1, ..., 0, -I+1, -I. The ground

state Zeeman splitting of lithium-7 is shown in Fig. 2.1.

Fig. 2.1: Zeeman splitting of lithium-7 ground state. ∆Ehfs is the hyperfine level
spliting of ground state 2S1/2, B0 = ∆Ehfs/(µBgJ), given by Breit-Rabi formula.

2.4 Properties of lithium-7

2.4.1 Physical properties

Lithium is a soft silvery white alkali metal, it is the lightest metal and the lightest

solid element under the standard conditions1. It is highly reactive with water and

can easily be oxidized in air, so special care has to be taken when handling it. A list

of the different physical properties are shown in Table 2.2.

1Defined since 1982 as: temperature of 273.15 K (0 ◦C) and absolute pressure 105 Pa (1 bar) [78]
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Parameter Value
Isotopes abundances 6Li: 7.59%, 7Li: 92.41%
Atomic mass 6Li: 6.015 u, 7Li: 7.016 u
Atomic radius 1.82 Å
Melting Point 453.65 K(180.5 ◦C)
Boiling Point 1615 K (1342 ◦C)
Density 0.534 g cm−3 at 300 K
Electrical Resistivity 92.8 nΩ m (20 ◦C)

Table 2.2: List of lithium related physical parameters [27].

The vapor pressure of lithium [57] is given by

P = 104.98821− 7918.984
T−9.52 with T ∈ [298.14, 1599.99]K, (2.44)

where P is the vapor pressure in bar, and T is the temperature in Kelvin. Note

that the melting point of lithium under standard pressure is 180 ◦C. Lithium has

the highest vapor pressure among all alkali atoms. A plot of the vapor pressure of

lithium as a function of temperature is shown in Fig. 2.2.

Fig. 2.2: Lithium vapor pressure at different temperatures, according to [57].
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2.4.2 Atomic properties

The atomic properties of lithium-7 are listed in Table. 2.3. The energy levels

under fine and hyperfine splitting are shown in Fig. 2.3.

Parameter Value
Atomic Number (Z) 3
Nucleons 7
Electron shell config. 1s22s1

Ionization energy 520 kJ/mol (5.4 eV)
Total Electron Spin (S) 1/2
Total Nuclear Spin 3/2
Electron spin g-factor (gs) 2
Electron orbital g-factor (gL) 1
Total spin g-factor 22S1/2(gJ) 2 [4]
Nuclear spin g-factor(gI) -0.001182213 [4]

D Line Transition Wavelength 671 nm

D1/D2 Line Natural linewidth 5.87 MHz [77]
D1/D2 Life Time 27.102 ns [77]
D1 Transition 2S1/2 ⇒ 2P1/2

D2 Transition 2S1/2 ⇒ 2P3/2

D1 Frequency 446800132 MHz [31]
D2 Frequency 446810184 MHz [31]
D1 Saturation Intensity (Isat D1) 7.59 mW cm−2

D2 Saturation Intensity (Isat D2) 2.54 mW cm−2

Table 2.3: List of lithium-7 related atomic parameters

The lithium-7 D1, D2 lines result from the transitions between the ground state
2S1/2 and 2P1/2, 2P3/2, respectively [31]. Various levels labeled by hyperfine quantum

number F split from the ground and excited states with their frequency shift noted.

Each of these hyperfine states F contains degenerate MF states with values MF =

−F,−F + 1, ..., 0, ..., F − 1, F under the axis defined by the external magnetic field.

Atoms interacting with resonant laser light experience a change in energy following

the electric dipole transition selection rules, as listed in Table. 2.4.
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Fig. 2.3: Lithium-7 energy levels. Noted on the right are the hyperfine spliting level
shifts in MHz [31].

Electric dipole transition selection rule

Any ∆n, ∆L = ±1, ∆S = 0

∆J = 0,±1 (exclude J = 0⇒ J ′ = 0), ∆MJ = 0,±1

∆F = 0,±1, ∆MF = 0,±1, exclude ∆F = 0,∆MF = 0

Table 2.4: Electric dipole transition selection rules.
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Chapter Three: Laser system

In this experiment, we used a continuous-wave (CW) single mode diode laser for

generating a reference light that was frequency stabilized to lithium-7 D line tran-

sitions, through a lithium vapor cell. In order to obtain higher laser power and

frequency tunability, we used two tapered amplifier units, each of which was ref-

erenced separately to the reference laser. The output lasers of these two tapered

amplifier are then used to manipulate the internal quantum states of atoms, control

the atom dynamics and probe the atom distribution. For a typical atomic physics

experiment, relevant physical properties pertaining to the laser include frequency,

power, linewidth, tunability, and long-term stability. In this chapter, I describe the

laser system we use, in particular the laser frequency stabilization, tuning and mod-

ulation. Additionally, I illustrate the optics design and setup.

3.1 Diode laser and tapered amplifier

3.1.1 External cavity diode laser

A laser light is generated by stimulated emission through a pumped gain medium

with population inversion. Depend on its gain medium, there are generally four

categories of lasers: solid-state laser, gas laser, liquid laser and semiconductor laser.

In our experiment, we use a commercial semiconductor laser (Toptica DL100).

The free-running laser diode usually have a linewidth of almost 100 MHz, its emission

frequency can be tuned by adjusting the current and temperature of the pn-junction.

A commonly used approach for attaining narrow linewidth, great degrees of stability

and tunability is an external cavity diode laser (ECDL) setup. A tunable ECDL

is often composed of a laser diode chip with an anti-reflection (AR) coated facet, a

diffraction-limited lens with a very short focal length, and a grating. The two most

popular configurations of an ECDL, the ‘Littrow’ configuration and the ‘Littman-

Metcalf’ configuration, are shown in Fig. 3.1.

The Littrow-ECDL of our reference laser is shown in Fig. 3.2. Light emitted

from the front facet of the laser diode is collimated by the lens and then strikes
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Fig. 3.1: The configurations of an ECDL.

the grating. The grating is adjusted in the ‘Littrow’ setup such that the first order

diffraction of the grating is reflected back to the laser diode, thus adapted to the laser

diode resonator mode. The resonator cavity is formed between the laser diode and

the grating, this is referred to as the external cavity. This laser diode is first aligned

to get a good forward optical path after reflection off the grating, then the angle of

grating is coarsely adjusted close to the target frequency, followed by a fine adjustment

of the grating with the piezoelectric transducer (PZT). The PZT is attached to the

grating to enable the fine scanning of modulation of the laser frequency by an external

voltage source, facilitating laser locking and frequency control. There are three main

parameters of the laser which directly affect its frequency and stability: the laser

diode current, the laser diode temperature and the grating angle.

Some advantages of the ECDL over a solitary laser diode include its narrow

linewidth and wide tunability. Since the external cavity length (a few centimeters)

of an ECDL is much greater than the internal cavity of a laser diode (≈ 100 µm),

the free spectral range (FSR) of ECDL is substantially smaller than a laser diode.

Moreover, ECDL has a higher finesse. With these changes imposed by the external

cavity, the linewidth can be reduced to about 100 kHz. However, after using several

elements for optical manipulation, i.e. beam shaping, optical isolation and fiber cou-

pling, the remaining optical power at our disposal is typically less than 10 mW. If

one desires greater single-mode power, two choices are either a narrow-linewidth fiber

laser with a low-noise fiber amplifier or a tapered amplifier. We chose the latter.
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Fig. 3.2: The reference laser ECDL.

3.1.2 Tapered amplifier

A tapered amplifier (TA) is a unit which amplifies laser radiation to powers that

would destroy the facets of normal laser diodes1 while preserving the spectral prop-

erties of the master laser. A CW master laser is usually a diode laser with ∼ 10 mW

power that is used instead, called the ‘master oscillator’. It’s compact enough to have

the whole amplifier units on a chip, as shown in Fig. 3.3.

In this experiment we use two TA units (Toptica TA pro) to provide laser sources

with two different frequencies for different applications. It consists of a master oscil-

lator for providing ‘seed’ laser and a tampered amplifier unit for amplification. The

use of the TAs in our experiment benefits us in regard to two aspects: higher laser

power and tunability while the laser is locked. A general schematic of our TA is

shown in Fig. 3.3

1A typical laser diode with 5 mW output power has the emitting region of about 2 µm by 4
µm, which yields optical power density of 635 W mm−2. Damage to the facet usually occurs when
optical energy density at the output facet exceed 104 W mm−2
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Fig. 3.3: The tapered amplifier (TA) chip.

3.2 Frequency stabilization

3.2.1 Frequency reference

In order to be used to measure and control atomic properties, a laser must be

mode stabilized and have the appropriate frequency and power. Often, the aforemen-

tioned properties can be stabilized simultaneously through laser frequency locking.

Generally, one refers to a known and stable frequency source, constantly compares the

output laser frequency to the desired known frequency, and adjusts the parameters

of the laser that control the frequency through a feedback loop. As the first step, a

good frequency reference needs to be chosen. Common choices are: a resonant cavity,

an atomic transition, or an already stabilized laser.

Lock to a resonant cavity Also called Pound-Drever-Hall (PDH) technique [16],

which actively tunes the laser to match the resonance condition of a stable reference

cavity. Typically, a Fabry-Perot cavity, which consists of two high-reflective mirrors

separated by a spacer, is a convenient choice. Often, frequency modulation techniques

are used to derive an electronic error signal that represents the deviations of the laser

frequency from a given cavity reference fringe. One uses the electronic feedback

to control the laser frequency and minimizes its deviations relative to the cavity

fringe [85].

Lock to an atomic transition Naturally in atomic physics the transition of an

atom is a great reference. The general idea is that if the laser frequency corresponds to

that of a particular atomic transition, some fraction of the laser light will be absorbed

when propagating through a gas of the atom or molecule in question. However, since
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one has to heat up the atoms to generate the vapor when dealing with materials

that are solid at room temperature, the absorption signal will be largely Doppler

broadened due to the velocity spread of the atoms, typically from a few hundred

MHz to a few GHz linewidth for dipole-allowed transitions [64, 118]. To eliminate

the Doppler-induced line broadening and attain narrow linewidth, one has to apply a

technique called saturated absorption spectroscopy [15], as discussed in Section 3.2.2.

In this experiment, we are using this method to lock our spectroscopy laser.

Lock to a stabilized laser or beat-note lock [112], is a laser locking method

used when referencing a laser to a different laser which is frequency stabilized by one

of the above methods. This method is based on the measurement of the beat-note

between lasers of the similar frequencies and of the aligned linear polarization. The

advantage of this method is its simplicity, since one do not need to build a separate

vapor cell or resonant cavity for each laser and only a fast photodiode and associated

RF electronics are required. The disadvantage is, due to the nature of beat locking

nature, the acquired frequency is shifted by some amount relative to the reference

laser. Since in atomic physics there are many cases that off-resonant lasers apply,

beat locking works naturally with these applications, e.g. MOT, molasses, etc. In

our experiment, we use this method to lock our TA relative spectroscopy laser.

3.2.2 Saturated absorption spectroscopy

Saturated absorption spectroscopy, or Doppler-free spectroscopy, eliminates the

Doppler broadening of observed linewidths in atomic spectra. Other broadening

mechanisms, such as power broadening and collisions broadening, also contributes to

a broadening of atomic transition linewidths above their natural linewidth.

Doppler broadened linewidths are typically on the order of a few hundreds of MHz

to a few GHz in a vapor cell of alkali atoms, which sets a very rough limit on the

resolution for optical spectroscopy. To understand how the Doppler effect influences

spectroscopy, consider a single atom moving at speed ~v with respect to the direction

of a photon with frequency of f0. The atoms see a Doppler-shifted photon frequency

as

f = f0

(
1± ~v · r̂

c

)
, (3.1)

where f0 is the frequency of photon, ~v is the velocity of atom, r̂ is the unit vector

indicating laser propagation direction and c is the speed of light. For lithium 7 D
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line transitions, the Doppler induced frequency shift is about 1.5 MHz for 1 m s−1

velocity.

If a group of vaporized atoms with Maxwellian distribution at temperature T

interact with a laser beam, the natural linewidth, will be Doppler-broadened to ∆ as

∆ =
2
√

2 ln 2f0

c

√
kBT

m
, (3.2)

where kB ≈ 1.38 × 10−23 J K−1 is the Boltzmann constant, T is the temperature of

the atom cloud and m is the mass of the atom. For a lithium cloud with temperature

of 732 K, the D line transition is broadened to about 3.3 GHz, which is much larger

than the D line natural linewidth of 5.87 MHz.

The general setup of saturated absorption spectroscopy is shown in Fig. 3.4.

Fig. 3.4: A schematic of lithium cell for saturated absorption spectroscopy.

As seen in the figure, two counter-propagating beams from same laser were used

as pump and probe beams. The frequency of laser beams is continuously scanned

around the resonance frequency of the transition. A lithium cell is a “T” shaped

vacuum chamber pumped down to 30 mTorr. Lithium atoms in the reservoir are

heated to 450 ◦C (723 K) to produce a sufficiently high atom vapor density. High
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purity argon is also mixed in the chamber as buffer gas to reduce the mean-free-path

of the lithium atoms and thus avoid coating the viewports.

Without the pump beam, the probe beam will see the transition as broadened by

the Doppler effect from the relative movement between the atoms and photons, as

shown in Fig. 3.5. With the pump beam, the absorption signal from the probe beam

has a narrow peak on top of the wide Doppler-broadened background which is the

Doppler-free signal, called ‘Lamb dip’ [100].

Fig. 3.5: Calculated Doppler-broadened absorption from lithium cell at 450 ◦C (left)
and corresponding saturated absorption spectroscopy (right).

To understand the Lamb dip, let’s consider following situations. First, if the laser

frequency is slightly red detuned from resonance transition, atoms moving in the

opposite direction of the laser with the appropriate velocity will see that red-detuned

photons on resonance, due to the Doppler shift. However, for atoms moving parallel

to the laser propagation direction, the light is blue shifted. Second, if the laser

frequency is right exactly on resonance, only atoms with zero velocity will strongly

absorb the photons of the pump beam, the transition will be saturated with laser

intensity above the corresponding saturation intensity. In turn, the weaker probe

beam will not get absorbed by the saturated atoms, resulting in a reduced absorption

and, equivalently, a dip in the absorption signal. This dip has the width that is equal

to the natural linewidth of the transition. This small Lamb dip is then detected by

a photodiode and used for locking the laser. The linewidth of Lamb dip is given by

power-broadened homogeneous linewidth [100]

∆f = Γ
√

1 + I/Isat, (3.3)
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where Γ is the linewidth, Isat (as in Eq. 2.24) is that saturation intensity for the same

transition and I is the laser intensity.

Note that if the laser frequency is scanned through a range that covers two or

more resonant transitions, an extra peak or dip will appear beside the resonance

lines, called cross-over, which is discussed in Section 3.2.4.

3.2.3 Frequency modulation spectroscopy

The saturated absorption signal detected by the photodiode provides information

regarding the relative frequency between the laser and the atomic transition. This

absorption signal must be converted to an error signal in order to frequency stabilize

the laser with a PID controller in a feedback loop. A simplified schematic of FM

spectroscopy is shown in Fig. 3.6.

Fig. 3.6: The schematic for frequency modulated spectroscopy.

A general procedure of generating and locating the error signal for our reference

laser is described below:

First, one has to tune to within a few GHz of the targeted atomic transition. This

can be achieved by coarse tuning either the angle of grating from the ECDL or the

current of laser diode. In the mean time, a wavemeter or a Fabry-Perot cavity should

be used to monitor the laser frequency and make sure it is single mode.

Second, to determine how far off resonance the laser frequency is from the atomic

transition, the PDH technique can be used to generate an additional high frequency
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modulation of the phase, which is done by externally modulating the laser diode

current with a low amplitude sine wave. Let E0e
−iω0t describe the unmodulated

original laser, where ω0 is the laser frequency. If we add phase modulation by a

sine wave of β sin(ωm), with modulation frequency ωm and modulation depth β, the

modulated photon electric field can be

Ei = E0e
i[ω0t+β sin(ωmt)]

= E0e
iω0t[J0(β) + 2iJ1(β) sin(ωmt)]

= E0[J0(β)eiω0t + J1(β)ei(ω0+ωm)t − J1(β)e−i(ω0−ωm)t].

. (3.4)

Here one can see that rather than the original unperturbed laser frequency ω0,

there are two more frequencies located at ω0 ± ωm, called sidebands.

Now let’s consider this laser light passing through the atom vapor. Two effects,

absorption and phase shift, depending on the frequency, can be formulated as

T0, 1, -1(ω) = exp(−κ0, 1, -1 − iφ0, 1, -1), (3.5)

where the indices 0, 1,−1 denote the main frequency and sidebands, respectively. κ

is the absorption coefficient and φ denotes the phase shift. Taking this into account,

Eq. 3.4 can be rewritten as

E = E0[T (ω0)J0(β)eiω0t + T (ω0 + ωm)J1(β)ei(ω0+ωm)t − T (ω0 − ωm)J1(β)ei(ω0−ωm)t].

(3.6)

However, the electric field is not measured directly by the photodiode. Rather,

the power, or equivalently, intensity, P = ‖E‖2 is detected. For small modulation

depth β, expanding out the power term, we have:

PPD = Pc‖T (ω0)‖2 + Ps(‖T (ω0 + ωm)‖2 + ‖T (ω0 − ωm)‖2) [DC term]

+ 2
√
PcPs[T (ω0)T ∗(ω0 + ωm)− T ∗(ω0)T (ω0 − ωm)] cos(ωmt) [Amplitude term]

+ 2
√
PcPsIm[T (ω0)T ∗(ω0 + ωm)− T ∗(ω0)T (ω0 − ωm)] sin(ωmt) [Phase term]

+O(2ωm)

,

(3.7)

where Pc and Ps are the power of the carrier and sideband components, respectively.

As shown, the signal detected by photodiode is consists of many parts: a DC com-

ponent from the carrier, two components oscillating at the modulation frequency ωm

from the sidebands, and higher order components from the interaction terms between

the sidebands.
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The oscillating parts of the above formula contains an amplitude term with

cos(ωmt) and a phase term with sin(ωmt). Their line shape is shown in a calcu-

lation in Fig. 3.7, at a large modulation frequency of ωm = 75 MHz. The amplitude

and phase plot both show three peaks: one from main transition and two sidebands.

When locking the laser to a stable reference frequency, one would not want this mod-

ulation frequency to be too large. For this reason, when implementing this method,

the modulation frequency is chosen to be very small (ωm � 1 MHz). In turn, only

a tiny fraction of the main peak on Fig. 3.7 is generated and the sidebands do not

show up. In order to generate the full profile of the absorption signal, we modulate

the laser PZT linearly such that this tiny modulating is added on top of periodical

ramp at large frequency scale.

Fig. 3.7: The amplitude and phase term of frequency modulation spectroscopy signal.
Three peak are from one main peak two sidebands. Calculation with large modulation
frequency ωm = 75 MHz for demonstration purpose.

At this point, one unanswered question is which part of the signal should be

chosen for locking the laser. To gain the ability to use the PID to lock to the resonant

frequency, one can either choose the intensity term (the ‘cos(ωmt)’ term) or the phase

term (the ‘sin(ωmt)’) term. Preferably, a point where the signal is most sensitive to

a small deviation is beneficial, which lead us to the phase component.

Another question is how to extract the phase related signal. For this step, we

have to rely on the PDH technique. For a reasonably fast modulation frequency, the

imaginary component with sin(ωmt) will dominate, which allows us to extract the

phase information. The signal from photodiode is mixed with the original modulation

signal β sin(ωmt), which will result in a DC component and a frequency doubled
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component. By using a low-pass filter, we can get

err = 2
√
PcPsIm[T (ω0)T ∗(ω0 + ωm)− T ∗(ω0)T (ω0 − ωm)]. (3.8)

Finally, once we generated the error signal for a single frequency with a small

range, expanding it to larger range is not hard. To do this, a periodic frequency

ramping modulation is added to the laser. This is done through modulating the

voltage of the piezo behind diffraction grating, which yields a frequency change up

to hundreds of MHz. A graphical demonstration of this process the near resonant a

transition is shown in Fig. 3.8

Fig. 3.8: Demonstration of frequency modulation on top of grating piezo modula-
tion. (a) ∼ (c) shows small frequency modulation at different offset induced by piezo
controlled grating angle. (d) shows the amplitude for different frequency offset.

To avoid skewing the error signal, a linear ramp from either a triangle or a saw-

tooth wave is used, as shown in Fig. 3.9

In our system, we can get about 500 MHz frequency scan range by modulating

the piezo with a 1 Vpp signal. This modulating voltage is controlled such that a
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Fig. 3.9: An example of the error signal and piezo voltage for reference laser, on the
lithium-7 D2 line.

wide enough range is covered to guarantee us to see both F = 1 and F = 2 ground

hyperfine states of lithium 7. The repetition rate of the scan is kept low (5 Hz) so

that it is within the RF circuit responding bandwidth.

After above three steps, we were able to generate the error signal for the lithium

7 D2 line, over a range of a few GHz, which results in an error signal as shown in Fig.

3.10. Note that the excited state of 2P3/2 is not resolved.

Fig. 3.10: Lithium-7 error signal for D1 (left) and D2 (right) line.
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3.2.4 Error signal

One may notice from Fig. 3.10 that we have three phases dispersion peaks, which,

from left to right, corresponding to the 2S1/2, F = 1 → 2P3/2, crossover, 2S1/2, F =

2→ 2P3/2 transition.

The crossover feature is a very interesting feature in saturated absorption spec-

troscopy, two details about the crossover feature are significant: first, the crossover

signal is right at the middle of the two ‘real’ signals; second, it has an opposite slope

compare the other two and is larger than the other two ‘real’ transitions.

To explain the first observation, let’s consider the case where the laser frequency

is exactly at the middle of the two real transitions. According to the saturated

absorption spectroscopy, the atoms at zero velocity won’t generate Lamb dip signal.

However, atoms moving towards the pump laser with certain velocity will see it blue-

shifted and become resonant through the 2S1/2, F = 1 → 2P3/2 transition. In the

mean time, the same atom will also see the probe beam as red-shifted and become

resonant through the 2S1/2, F = 1→ 2P3/2 transition. Therefore, these atoms may be

resonant with both the pump and probe beams simultaneously through two different

transitions. Since the crossover signal is from the atom groups with specific positive

and negative velocities, it is usually larger than the normal ‘real’ transition.

The second observation, the opposite slope of the crossover signal, is actually only

true when the cross over happens in the situation that there are two ground states

and only one excited state. The slope of the crossover signal will flip sign if instead

there are two excited states but only one ground states within the scanning range of

laser, as shown in Fig. 3.11

In the situation that there are multiple ground and excited states within the

scanning range of laser, the error signal can be more complicated and include mul-

tiple crossovers between different combinations of transitions, such as the D1 line in

lithium-7, shown in Fig. 3.10.

3.2.5 Beat lock technique

Once a particular laser is frequency stabilized, its frequency can be used to lock

other lasers through beat lock technique. The general idea is that if one can measure

and stabilize a small frequency (less than or on the order of 100 MHz) differences
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Fig. 3.11: Demonstration of error signal line shape for different energy level configu-
rations. Top: energy level configurations. Middle: transmitted probe laser intensity
from saturated absorption spectroscopy. Bottom: line shape of error signal.

between lasers, one can use if for locking. The beat note provides a useful measure

of this difference.

Beats between two waves happen when the two waves are of similar frequencies,

while equal polarization and comparable amplitudes. The same is true for two lasers:

one has to tune the frequency of the second laser to the frequency of the reference

laser, ensure that their polarization is aligned and that their intensities are of the

same order. A general set up is shown in Fig. 3.12
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Fig. 3.12: Schematic of the beat lock setup between the reference laser and tapered
amplified.

The linearly polarized laser beams from the already locked reference laser and TA

seed laser are merged using a non-polarizing beam splitter cube. The half-wave plate

(HWP) on one branch is used to adjust the polarization of that laser beam so that

it matches the other laser. The photodiode must have a large enough bandwidth to

cover the range of the beat frequency. In our case, we are interested in the frequency

difference between the two lasers in a range of 20 ∼ 150 MHz, we are using a fast

photodiode (Thorlabs PDA 10A) to provide a bandwidth of hundreds of MHz.

Note that, due to the nature of beat locking, one would never get the second laser

locked to exactly the same frequency as the reference laser, thus additional frequency

shifting devices like acoustic optical modulators (AOM) are needed after the output

of the beat locked laser.

The next step is convert the photodiode signal to lockable error signal, with flex-

ibility to tune the frequency difference while both lasers are locked. One important

35



feature of the beat signal is that there are two frequency components

cos(w1t) + cos(w2t) = 2 cos

(
w1 + w2

2
t

)
cos

(
w1 − w2

2
t

)
. (3.9)

One can extract the component of the frequency difference term by applying a

low-pass filter. Based on this property, a series of RF electronic devices can be used

to generate the error signal, as shown in Fig. 3.13, where the phase detection is the

same as the one used for reference laser locking.

Fig. 3.13: Schematic of the beat lock RF processing setup.

The photodiode acts naturally as a low-pass filter for the beat signal, due to its

limited bandwidth of a few hundred MHz. Thus, the result signal from photodiode

only has frequency component ‖fref − fTA‖. The voltage signal is fed to a splitter

(Minicircuit ZDC-10-1) to extract a small portion for real time monitoring of the

frequency difference between the two lasers using a frequency counter (Universal

Frequency Counter 1992). To achieve tunability while the laser is locked, the main

part of the signal is then connected to a mixer (Minicircuit ZAD-1+) to multiply

it with an external RF signal from a voltage controlled oscillator (VCO, Minicircuit
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ZOS-150+, 75 − 150 MHz). The mixed signal is then passed through a low pass

filter to extract the low frequency component. At this point, the signal becomes

‖fref − fTA − fVCO‖, which is the value we want to stabilize.

Similar to the way we lock the reference laser, the seed laser frequency is also

modulated coarsely by grating piezo voltage and finely by the laser diode current.

The error signal generated is shown in Fig. 3.14.

Fig. 3.14: Beat lock error signal.

3.2.6 Optics layout

For an overview of our optics setup, there are a total of three lasers: the reference

laser, TA-MOP, and TA-MOT. A list of locking method and the light source frequency

is shown in Table 3.2.6.

The output light from the two TAs are further modified by a series of optics for

frequency adjustment, beam shaping, coupling, and more. A simplified schematic is

shown in Fig. 3.15.

Generally, we are using an electo-optic modulator (EOM) to add sidebands to the

TA-MOT laser at frequencies for both pump and repump transitions. This branch

of the laser system is used for optical molasses, chirped slowing and MOT. TA-MOP
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Fig. 3.15: Optics layout.
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Laser Detune Locking Method Reference Power
Reference 0 MHz SAS* Lithium Cell 15 mW
TA-MOT + 80 MHz Beat lock Reference Laser 400 mW
TA-MOP - 80 MHz Beat lock Reference Laser 400 mW

Table 3.1: List of laser source properties of the experiment. The detune is referenced
to the lithium-7 D2 line 2S1/2 → 2P3/2. Note the frequency and the power listed are
at the output of the laser, in the experiment extra optics were used to modify the
frequency as well as the power. Among all three lasers, the frequency detune of the
reference laser is always fixed, while the detunes of the other two TAs are adjustable
using a VCO while they are locked.
∗: Saturated Absorption Spectroscopy.

is used to provide the above pump and repump lasers separately, also with tunable

frequency and switchable power. A list of these parameters can be found in Table

3.2.6.

Laser Source Detune Application
TA-MOT 0 MHz, -803 MHz Molasses, Chirp, MOT
TA-MOP 0 MHz, -803 MHz Optical pumping, imaging

Table 3.2: Laser frequencies used in the experiment after passing through all the
modification optics. Detune is referenced to the pump frequency (Lithium 7 D2
transition 2S1/2 → 2P3/2). The two frequency component in the laser from TA-MOT
branch is generated by EOM sidebands, thus is in a single laser beam, while the
frequencies of the laser from TA-MOP branch correspond to two separate single-
frequency laser beam produced by an AOM.

3.3 Frequency modulation

3.3.1 Laser sideband generation with EOM

For experiments with optical molasses, chirped slowing, and MOP, a single laser

beam with both pump and repump frequencies is required. While one can merge two

laser beams with different frequencies using a non-polarizing beam splitter (BS), we

choose to use a 813 MHz EOM to generate the sideband with the laser beam at pump

frequency, as shown in Fig. 3.15.
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An EOM is an electro-optical device used for phases modulation, the same method

we used to do frequency modulation to get generate an error signal in saturated

absorption spectroscopy for laser locking. Basically an RF signal drives a crystal to

generate time-dependent birefringence to add a modulated phase term to the light

field. In turn this generates frequencies sidebands with the same frequency shift from

the carrier frequency as the driving frequency of the EOM. The amplitude of each

component is described by a Bessel function, as shown in Eq. 3.6. The EOM we are

using is a QUBIG EO-Li7-3M, which provides tunable frequency from 633 MHz to

843 MHz. A list of key parameters of this EOM can be found in Table 3.3.1.

Resonant frequency 633 - 843 MHz
Bandwidth 2.7 MHz

Quality factor 301
RF power for 1 rad @ 671 nm 24.6 dBm

Max. RF power 1 W
Aperture 3 x 3 mm

AR coating 630 - 1100 nm

Table 3.3: List of important EOM properties.

Before we started using EOM, a series careful measurement and calibration were

performed with a scanning Fabry-Perot cavity2. A schematic of the test setup is

shown in Fig. 3.16. A FLUKE 6060B RF signal generator is used as the RF source,

which is then amplified by an amplifier (Minicircuits ZHL-42) to provide power up

to about 28 dBm (≈ 630 mW). The Fabry-Perot has a piezo to modulate the cavity

length, which is driven by a sawtooth-shaped RF signal.

Initially, we calibrated the RF power sent to the EOM to ensure that it does not

exceed the power limit of the EOM. This is done with a calibrated RF source and

an RF power meter (Minicircuits RF power meter). A plot of the input and output

powers for the RF generator and power amplifier is shown in Fig. 3.17.

Once the power is calibrated, a series of measurement using the Fabry-Perot on

the light passing through the EOM was performed. First, the light incident on the

EOM has to be linearly polarized and its polarization has to be aligned with specific

axis to the EOM. This was accomplished by adjusting the HWP in front of EOM

while monitoring the signal output from the EOM on an oscilloscope. The optimal

2Parameters of the Fabry-Perot Cavity: 671 nm, FSR = 1.5 GHz, cavity length = 5 cm, con-focal
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Fig. 3.16: EOM test setup.

Fig. 3.17: EOM RF System Power Calibration.

.

point is the one maximizes the intensity ratio between 1st order sideband and carrier

at low modulation depth (β < 1 rad).

Second, the modulation depth β is optimized by simply scanning the input RF

power around theoretical value. The relationship between modulation depth and the

carrier-to-sideband ratio is shown in Fig. 3.18.
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Fig. 3.18: EOM sideband/carrier relative intensity and ratio.

.

In our experiment, we choose the modulation depth to be around β ≈ 1 rad to

keep primarily the carrier and 1st order sideband. Under this modulation depth the

1st order to carrier intensity ratio is 0.33. An example of the Fabry-Perot output is

shown in Fig. 3.19.

Multiple measurement similar to 3.19 were performed and a Python script was

used to automatically detect and extract carrier / sideband peaks. The ratio between

1st order sideband and carrier peak height is then plot along with expected values

from the Bessel function, as shown in Fig. 3.20.

3.3.2 Laser frequency chirping

Although desirable for cold atom experiments, the relatively slow spontaneous

decay rate γ = 5.6 MHz of the D line transition and the high temperature required to

produce a lithium beam make it a relatively difficult atom to slow. In our experiment,

we use our magnetic decelerator to reduce most of the kinetic energy of supersonic

lithium beam from ≈ 500 m s−1 to 50 m s−1. Laser frequency chirping is then used

to further slow down the atoms to be trapped in a MOT.

For atom with mass m slowed by a resonant laser beam, the maximum scatter

rate for a laser far above the saturation intensity is given by γp = γ/2. From this one

can derive the maximum deceleration from Doppler cooling as

amax =
h̄ωΓ

2m
=
πh̄γ

mλ
, (3.10)
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Fig. 3.19: The EOM spectrum measurement with the Fabry-Perot, under different
power input to EOM. Blue line: Fabry-Perot output signal, yellow line: modulation
signal sent to the Fabry-Perot.

where h̄ is reduced Planck constant, ω = 2πν is laser frequency in radians, Γ =

2πγ is the natural linewidth in rad/s and λ is the laser wavelength. For lithium,

amax ≈ 1.6×106 m s−2. With this acceleration, the distance required to stop an atom

with initial most probable velocity at v0 =
√

2kbT/m (assume Maxwell-Boltzmann

distribution) is given by

Lmin =
v2

0

2amax

=
kbT——λ

πh̄γ
, (3.11)

where kb is the Boltzmann constant and T|| is the atom beam temperature along the

propagation direction. The required laser chirping frequency range can be calculated

as

δν =
v0

λ
=

1

λ

√
2kbT

m
. (3.12)

In combination with the deceleration time δtmin = v0/a, the maximum slew rate

Rf of the laser frequency is

Rfmax =
δν

δtmin

=
amax

λ
=
πh̄γ

mλ2
. (3.13)
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Fig. 3.20: Measured 1st sideband/carrier ratio, along with calculation according to
Bessel function.

We achieve chirping of our laser without losing the locking point in two steps:

first, a TTL signal is sent to the PID controller to set it on hold; second, the voltage

of the TA master laser piezo is quickly modulated with a constant slew rate for the

chosen starting and ending values. The TTL for holding the PID has to be larger

than the piezo modulation time window, as shown in Fig. 3.21.

3.4 Laser transfer and fiber coupling

To gain flexibility in our laser transfer and space usage, we use multiple fibers to

guide laser from our optical table to our experiment apparatus. There are two things

we took special care of when using single-mode, polarization-maintaining (PM) fibers.

First, the laser power on the input end of fiber should not exceed the intensity

limit of the fiber, which can be calculated by using provided power limit and fiber

mode field diameter.

Second, and most importantly, in order to have a good power and polarization
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Fig. 3.21: Timing plot for chirping and PID.

.

stability from the output end of the fiber, single mode PM fibers have to be coupled

with laser light polarization parallel to either the slow or fast axes. The slow axis

of panda type PM fiber is usually marked by an alignment key on the fiber end. At

the early stage of our fiber coupling, we noticed that the polarization fluctuated a lot

due to small vibrations of the fiber, which is especially obvious if one has a polarizing

beam splitter (PBS) after the output end of the fiber.

As a careful alignment of laser polarization to the fiber axis is needed, here I briefly

describe the procedure and measurement we went through to gain a good stability.

The experiment setup is pictured in Fig. 3.22.

As shown in the Fig. 3.22, a HWP is put in front of the input end of the fiber to

allow adjustment of the polarization. The QWP is used to correct ellipticity of the

polarization. If one already knows that the input laser is linearly polarized, then the

QWP on the schematic is not necessary. On the output end, a PBS and a photodiode

is set up acting as a polarization checker. An iterative procedure was taken to find

the optimal angle for the HWP at the input end:

• Slight shake the fiber at any position to observe AC signal change on the oscil-

loscope.
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Fig. 3.22: Setup for fiber coupling optimization.

.

• Rotate the HWP by a small angle (∼ 5 deg), then repeat previous step.

• Repeat above two steps until the AC signal doesn’t appear to change compared

to not shaking of the fiber.

An example of our observations from two photodiodes after PBS are shown in

Fig. 3.4.
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Fig. 3.23: Photodiode signal from fiber output after PBS. One can see (a) a lot of
AC noise in the signal, which means when shaking the fiber the polarization changes
significantly. By tuning the HWP at the input end of fibe, as seen in (b) and (c), the
situation improved and the output light is almost immune to fiber vibrations, just
like (d) when fiber is not shaked.
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Chapter Four: Supersonic beam and entrainment

Our journey towards cold atom physics starts with the atom source. Cold atomic

and molecular beams have a long history [102] of being used for precision spec-

troscopy [108], collision studies [47], chemical reactions [111], and many other ar-

eas [67]. Generally, the small thermal velocity of a cold atom beam has the benefit of

reducing the Doppler broadening in any Doppler sensitive measurement. Two most

important characteristics, high-flux and low temperature, make a cold atom beam an

ideal source for many studies that require reduced statistical uncertainty as well as

narrower linewidth. Additionally, atom beams have been used as successful sources

for cold atom studies [70].

The first optical confinement of atoms was realized using a pulsed evaporated

atomic beam source produced by irradiation of a pellet of sodium metal with a

nanosecond high power Nd-YAG laser, followed by chirped laser deceleration to fur-

ther reduce the speed of atom beam for trapping [25]. Later the same methods were

used to load a magneto-optical trap (MOT) [99]. Low-pressure cesium vapor has also

been used as source to directly load a low-field magnetic trap [83]. A widely used

method to generate atom vapor is passing current through an atom dispenser [10].

Similar methods of generating atom vapor also include light-induced atomic desorp-

tion [7]. Another popular way is using a thermal atomic beam generated by a heated

oven and a series of collimation slits, with the Zeeman slower [96]. More recently, room

temperature rubidium vapor has been used to directly load a MOT on a chip [97].

Since their development in the 1990s, pulsed supersonic nozzles [50] provide a great

source for the cold atom community. Their high beam flux as well as low transverse

beam temperature are a big advantage of this method over others. One pulsed nozzle

design was developed by Uzi Even in the early 2000s, called ‘Even-Lavie valve’ [41],

which generates beams with tight collimation, high intensity and low temperatures.

While the Even-Lavie valve performs very well with atoms and molecules that stay

in gas phase at cryogenic temperatures, the low temperature of the beam is further

limited by the condensation or clustering [58]. This limits the use of the Even-

Lavie valve to only certain species. Additionally, the velocity of the supersonic beam

relative to the lab frame adds another challenge in its application towards trapped
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atoms. We try to address these two challenges with new approaches. First, we

explored a method to seed interesting species like lithium into a carrier gas generated

by Even-Lavie valve. Second, a 3D magnetic decelerator is built to reduce the beam

speed from about 500 m s−1 to 50 m s−1.

Our aim in this part of the experiment is to generate a supersonic lithium beam,

with high flux and low temperature. However, lithium by itself is a solid and thus

cannot be used to generate supersonic beam by a nozzle, let alone at cryogenic tem-

peratures. Our approach is to use an element that stays gaseous even at extremely

low temperatures (<77 K) as a supersonic ‘carrier’. We then seed the carrier gas

with our ‘payload’, the lithium atoms. We call the process ‘entrainment’. Noble

gases are good candidates for the entrainment stage as well as for the decelerator

stage since they are not paramagnetic. Through a series of experiments we want to

find a set of parameters such that we can generate a bright supersonic lithium beam

with relatively low translation speed.

In this chapter, the supersonic beam generated by an Even-Lavie valve is dis-

cussed. I describe the experiment we have done to explore the beam proprieties with

different elements. With Helium as the carrier gas, we further explored the methods

of seeding lithium atoms to form a supersonic lithium beam. The characterization of

the resulting lithium beam is also explored.

4.1 Beam from Even-Lavie valve

4.1.1 Overview

When high pressure gas expands through an aperture into vacuum, usually there

are two types of beams that may form: an effusive beam and a supersonic beam,

depending on the ratio of the mean free path λ of the particles to the nozzle opening

diameter D.

An effusive beam is formed when λ � D, or the mean free path of the atoms is

much larger than the orifice diameter. The resulting beam undergoes an expansion

without collisions between the particles, thus it maintains identical velocity distribu-

tion as the gas in the reservoir and the temperature do not change from the expansion.

This kind of beam follows the well-known Maxwell-Boltzmann velocity distribution.
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A supersonic Beam is the counterpart of an effusive beam, when λ � D, or

the mean-free-path is much shorter than the opening size of the nozzle, the atoms

will undergo several collisions during the expansion. This results in a supersonic

beam, usually with longitudinal speed being higher than the speed of sound at the

same temperature. Intuitively, more atoms will escape the nozzle from collisions that

convert the transverse velocity component to the longitudinal velocity. Thus, the

atoms in the beam end up with a high longitudinal velocity but a narrower velocity

distribution. This effectively leads to the cooling of the beam.

An illustrative comparison of the velocity distribution between an effusive and a

supersonic beam is shown in Fig. 4.1. The velocity distribution is calculated for an

effusive and a supersonic nozzle at a temperature of 100 K. The resulting velocity

of the effusive beam covers a broad range with the same temperature as the nozzle,

while the velocity distribution of the resulting supersonic beam undergoes a narrow

peak at a higher mean velocity, which corresponds to a temperature of 100 mK, as

also shown from the measurement on Fig. 4.11.

Fig. 4.1: An illustrative comparison of velocity distribution for thermal and supersonic
helium beam resulting from a nozzle temperature of 100 K. Calculation based on the
Maxwell-Boltzmann beam distribution.

Supersonic nozzles have been applied successfully to generate cold and isolated
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molecules since the 1980s, originally with continuously operated nozzles [11,43], later

with pulsed operation [8], at ambient or elevated temperatures. The development

of pulsed valves enabled a remarkable increase in the achieved beam intensity while

not exceeding the required pumping capacity of the vacuum system. More recently,

the development of the fast acting valves with a duty cycle less than 20 µs enabled

the use of higher pressures, which yields improvement in the beam directionality,

cooling, and brightness [42,61]. Further cooling the nozzle with a cryocooler to lower

temperatures helps reduce the beam temperature as well as it translation speed [41].

Having a cold and slow beam is crucial for conducting our experiment.

There is a large range of pulsed valves that produce a supersonic beam, such as the

Jordan valve [46], the Even-Lavie valve [41], the Nijmegen pulsed valve [126], and the

piezo-actuated valves [65]. The properties of the produced molecular beams vary. We

chose the Even-Lavie valve because it is compact, works at cryogenic temperatures

(> 10 K) and produces short pulses (5 µs ∼ 100 µs).

The general structure of an Even-Lavie valve is shown in Fig. 4.2. A high-current

pulse (∼ 500 A) generates a magnetic field of about 2.5 T at the coil center, which

pulls and releases the paramagnetic high speed hammer in as short as 10 µs, with

accurate control over the valve opening time. The short opening time of the valve

results in a short pulse of atoms through the 100 µm opening. This nozzle can be

operated at a repetition rate up to 1 kHz. The body of the valve is made of copper

in order to facilitate operations down to 10 K.

Typically, a skimmer located a few hundreds of nozzle diameters downstream is

also implemented. The skimmer further reduces the beam transverse temperature

and provides collimation by throwing away those hot atoms that are located at the

outer part of the beam. The skimmer is 5 mm in diameter, located 17 cm downstream

from the nozzle opening and is held at ambient temperature. A recent study from

our collaborator Edvardas Narevicius has shown that the beam can be brightened by

shock-wave suppression through cooling the skimmer to low temperatures [105].

4.1.2 Cooling mechanism and terminal velocity

Let’s look into the thermodynamic mechanism behind the low temperature of the

supersonic beam. From the aspect of thermal energy, the process of beam expansion

of a high pressure nozzle can be approximated as an adiabatic and isotropic process
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Fig. 4.2: The Even-Lavie valve. Top:Even-Lavie valve CAD drawing and its structure
[40]. Bottom: image of the orifice of Even-Lavie valve and cryogenic setup in the
experiment.

[72,114]. The sum of enthalpy H and kinetic energy of the gas is conserved, specifically,

before and after the adiabatic expansion

H(x) +
1

2
mv(x)2 = H0, (4.1)

where H(x) is the enthalpy of the gas at position x from the nozzle, and v(x) is the

average flow velocity of the beam. Additionally, for an ideal gas, the relationship

between temperature and enthalpy is given by

∆H = H(x)−H0 = Cp(T − T0). (4.2)

From the above two equations we can see that the reduction of beam temperature

stems from the fact that the thermal energy of the beam is converted into the kinetic
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energy of the forward motion. The amount of cooling is closely related to the property

of the gas species.

Using the above two equations and note that the ratio of the specific heats for

ideal gas is

γ = Cp/Cv. (4.3)

The terminal longitudinal velocity is given by:

vt =

√
γ

γ − 1

2kBT0

m
. (4.4)

However, this equation is not always true, especially at low temperatures, as discussed

in Section 4.1.3. For a monatomic gas, γ = 5/3 and Eq. 4.4 can be further written

as:

vt =

√
5kBT0

m
(4.5)

From Eq. 4.1 ∼ 4.4 we can see, that the cooling is achieved by increasing the

translation speed. Remember, our goal is to achieve a cold, bright lithium beam with

relatively low speed (∼ 50 m s−1). To realize this, we have to find a balance between

the speed and the temperature of the beam. A good strategy is to go with low

nozzle temperatures (T0), which helps achieve both of the requirements mentioned

above. In addition, we can choose the atomic species as well as nozzle parameters

(e.g. stagnation pressure, pulse length, etc) for further optimization.

Due to the nature of the supersonic beams, the formula for the atomic flux is not

easily derived and remains an interesting topic for researchers [73,92].Uzi Even et al.

performed a series of related experiments measuring the velocity as well as flux of the

supersonic beams [24].

4.1.3 Cooling limitation

The expected terminal velocity as in Eq. 4.4 does not always decrease with the

nozzle temperature as a square root. Similarly, cooling down the nozzle to low tem-

peratures does not always help in reducing the beam temperature [58]. The lowest

achievable temperature depends on the properties of the gas as well as the geometry

of the experiment, such as the nozzle shape and the skimmer distance. According

to the study by Uzi Even et al. [58], the lower boundary of the beam temperature
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is set by the condensation in the jet. While two-body collisions are mainly respon-

sible for translational cooling, large clusters are formed due to enhanced many-body

collisions at low temperatures through which they release condensation energy into

the beam, thus causing the counter effect of heating. The previous assumption of an

ideal monatomic gas is not valid when clusters are present in the beam.

From the beam dynamics point of view, there are generally three regimes for a

supersonic expansion: First, a high pressure region with viscous flow is located close

to the nozzle. In this region collision frequency is extremely high such that thermo-

dynamic equilibrium is guaranteed. Second, there is an intermediate regime where

collision is still frequent enough to facilitate the cooling, but the thermodynamic

equilibrium is not guaranteed. Finally, there is the regime where very few collisions

occur and molecular flow is reached.

A free expansion through supersonic nozzle under continuum conditions is shown

in Fig. 4.3. The supersonic beam is formed by a gas expansion from a high pressure

source into a lower pressure background. Due to the pressure difference on the two

sides of the nozzle, the gas exiting the nozzle opening is accelerated. A critical

value [49],

G = (
γ + 1

2
)
γ
/
γ−1 (4.6)

is introduced to model the speed of the beam. Here γ is the ratio of the specific heats.

For all gases G is lower than 2.05 [89]. The ratio between the pressure in the nozzle

p0 and the ambient pb is called flow off-design ratio np = p0/pb [128], When n < G,

the flow is subsonic (M < 1). Supersonic speed (M > 1) is reached when p0/pb � G

at the nozzle exit.

The continuum free expansion in the near field include a Mach disk, barrel shock

and free jet boundary [94]. The supersonic cone is bounded by barrel shocks, and

the Mach disk separates the subsonic and supersonic flow. The location where the

downwind side of the barrel shock intersects the Mach disk is known as the triple point

[91]. In the supersonic region, the velocity of the beam increases during the expansion

while its temperature decreases. The beam parameter in this zone is independent of

boundary conditions (thus also called ‘zone of silence’), which is due to the fact

that information propagates at the speed of sound. Exciting the Mach disk, the gas

undergoes a molecular flow and maintains its temperature thereafter. A simulation

using Monte Carlo finite element method of a continuous supersonic nozzle of size
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100 µm at room temperature and 300 psi stagnation pressure is also shown on the

same figure, where the color indicating the local density of atoms.

Fig. 4.3: The structure of beam as emitted from a supersonic nozzle and passing a
skimmer at the position of mach disk. Left: the regimes of a continuous supersonic
flow, which consists of Mach disk, barrel shock and free jet boundary. Different
regions are noted with the corresponding Mach numbers and the pressure. Right:
simulation of a continuous supersonic beam density distribution, with nozzle size of
100 µm at 300 psi pressure under the room temperature. Color indicates the local
density of atoms. One can see that the barrel shock confines the gas under supersonic
expansion, the flow regimes are well seperated by the Mach disk.

The study of condensation in a supersonic beam is more based on experiment

rather than theory. An intuitive illustration of the clustering procedure is as follows:

As the nozzle temperature is reduced towards lower temperatures, the number

of two- and three-body collisions increases. While the normal two-body collisions

help to cool and stabilize the beam, the three-body collisions are responsible for the

enhanced generation of clusters during the expansion. After the temperature reaches

a certain regime, the increase in three-body collisions will dominate and the heating

effect will start limiting the beam temperature [42]. The nozzle geometry has a

significant influence on the beam collimation as well as the temperature. Detailed

research about the nozzle geometry and the skimmer design can be found at [40,41].
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4.2 Temperature measurement

4.2.1 Single-point measurement

Following the previous discussion of the cooling mechanism, here we derive the

formula that describes the temperature of the supersonic beam along the longitudinal

direction. Assuming we operate the supersonic nozzle at a region where there are no

clusters, we can treat the atoms as an ideal gas, therefore having equations

T

T0

= (
p

p0

)
γ−1
γ

Cv = Cp −R

H(x)−H0 = Cp(T − T0),

(4.7)

where R ≈ 8.314 J mol−1 K−1 is the ideal gas constant, γ = Cp/Cv is the ratio of

the specific heats, and T and T0 are the temperatures of beam at position x and the

source, respectively.

Now let’s incorporate our equations with the Mach number, which is the ratio

between the beam velocity and the speed of sound at temperature T,

M(T ) =
v(x)

a(T )
, (4.8)

where for an ideal gas the speed of sound is given by

a(T ) =

√
γRT

mmol

, (4.9)

where mmol is the molar mass of the atom. With a bit of calculation one can write

down the expression for the beam temperature as:

T =
T0

1 + γ−1
2
M2

. (4.10)

After enough propagation distance, the velocity distribution of the atoms cloud

can be described as a Maxwell-Boltzmann distribution at thermal equilibrium,

f(v) = Av3 exp

(
mv2
‖

2kBT

)
= Av3 exp(−

v‖
∆v‖

)

, (4.11)
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where v‖ is the beam velocity along the propagation direction, and ∆v =
√

2kBT
m

is

the velocity spread measured as twice the standard deviation. Using this result with

Eq. 4.7 and 4.9, the Mach number can then be expressed in terms of the velocity

spread,

M =
2

γ

v

∆v
=

2

γ
S. (4.12)

Here we introduce the definition of speed ratio as S = v
∆v

.

Plugging this result into Eq. 4.10, we finally have the expression for the temper-

ature of supersonic beam along the longitudinal direction as:

T =
T0

1 + γ−1
γ
S2

(4.13)

Specifically, a monatomic gas like helium and lithium under ideal conditions γ =

Cp/Cv = 5/3, we have the temperature as

T‖ =
T0

1 + 2
5
S2
. (4.14)

Typically in an experiment with a single-point measurement one can not directly

get the beam velocity v. Consider that the time-of-flight signal is actually what was

measured in an experiment, and further assume ∆v � v, that the beam is very cold

longitudinally, and consider v = L/t, we find

f(t) = A
l4

t5
exp

(
− (t− t0)2

(∆t)2

)
(4.15)

and

S =
v

∆v
≈ t0

∆t
, (4.16)

where t0 is the beam measurement peak arrival time, and ∆t is the 2-sigma width of

the time-of-flight signal.

Thus, we have derived the equation to calculate the beam temperature along the

longitudinal direction, by a single point time-of-flight measurement from the arrival

time and the 2-sigma time width. This expression works well at relatively warm

nozzle temperatures, but as we cool down the nozzle to about 20 K, the equation

deviates from our observations, due to the limitation from condensation, as discussed

in Section 4.1.3.
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4.2.2 Two-point measurement

We measured the beam properties at about 1 m after the skimmer, at this distance

the beam can be treated at thermal equilibrium. Thus, the velocity distribution can

be written as

f(v) = Av3 exp

(
− mv2

2kBT

)
, (4.17)

where A is normalizing factor.

Fig. 4.4: Illustration of atom beam propagation temperature calculation. The clould
center of atoms with unknow temperature is located at the origin of the time and
position, a random atom in the cloud has coordinates of time ts and location S. At
a distance of L from the original cloud center, the same atom is detected at time t,
while the cloud center arrives at the same location at a time t0. The width of the
cloud at this location is described as Eq. 4.19.

Let’s now consider atoms in a source cloud at time ts located at a distance s

away from the cloud center. After time t the same atoms are detected at distance L

downstream from the original cloud center, as shown in Fig. 4.4. According to the

velocity distribution and v = L−s
t−ts , the signal strength can be written in terms of t, s
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and ts as

f(t, s, ts) = A
(L− s)4

(t− ts)5
exp

[
− m

2kBT
(
L− s
t− ts

− v0)2
]

t0=L/v0
=

(L− s)4

(t− ts)5
exp

[
− m

2kBT
(
(t− t0)v0 − s/v0

t− ts
− v0)2

]
=

(L− s)4

(t− ts)5
exp

[
− mv2

0

2kBT

(t0 − s/v0 − t+ ts)
2

(t− ts)2

]
≈ L4

t50
exp

[
− mv2

0

2kBT

(t0 − s/v0 − t+ ts)
2

t20

]
, (4.18)

where t0 = L/v0 is the time need for the cloud center to propagate a distance of L.

From this equation we can get the beam full-width-half-maximum (FWHM) w,

w(t0) =

√
8 ln 2kBTt20

mv2
0

. (4.19)

The above distribution f(t, s, ts) still depends on the spatial (s) and temporal

(ts) distribution g(s, ts) at the source location. The measured signal at the second

location is the integration over s and ts. However, the measurement at the original

location won’t tell us the expression of g(s, ts). Fortunately we could assume g(s, ts)

follows a normal distribution with FWHM wts and ws,

g(s, ts) =
4 ln 2

πwswts
exp

(
− 4 ln 2s2

w2
s

)
exp

(
− 4 ln 2t2s

w2
ts

)
. (4.20)

By integrating the distribution at the first measurement point, we find

f(t) =

∫
s

∫
ts

f(t, s, ts)g(s, ts)dsdts

= A
L4

t50

w

w′
exp

[
− 4 ln 2

(t− t0)2

w′2

], (4.21)

where the time-of-flight width is w′(t) = w2 + w2
ts + w2

s/v
2
0, which shows the broad-

ening from the finite distribution of the source. However, w′ depends on where the

measurement is performed. To extract the temperature of the beam, one needs to

rely on w as in Eq. 4.19.

We can carry out a two measurement at a well separated distance, which yields

two measurement of w′(t1) and w′(t2), at peak arrival time t1 and t2, respectively.

The measured beam temperature can thus be written as

T‖ =
mv2

0

8 ln 2kB

w′(t2)2 − w′(t1)2

t22 − t21
. (4.22)

59



Note that w′(t1) and w′(t2) here are the FWHM in seconds at two different locations

measured at time t1 and t2 correspondingly.

A similar derivation shows that, if we have the measurement of transverse spatial

FWHM at two locations, the standard deviation of the transverse beam velocity is

v⊥ =

√
1

8 ln 2

W ′(t2)2
2 −W ′(t1)2

2

t22 − t21
, (4.23)

where W ′(t1) and W ′(t2) are the atomic beam FWHM in meters measured at the two

locations at time t1 and t2, respectively. Thus, the beam transverse temperature can

be calculated as

T⊥ =
mv2
⊥

kB
. (4.24)

4.3 Entrainment

4.3.1 Overview

The Even-Lavie valve provides us with a great source of carrier gas at low tem-

peratures, and a mixture of different gas species in a supersonic nozzle has been done

previously by directly adding different molecules in the gas line [1]. Another way

to have two species in the supersonic beam is to use merged-beams [121]. However,

these existing methods all have in common that the supersonic beam of the used

molecular species can be generated directly, however, most atoms that are of interest

to cold atom community, such as the alkali atoms, have a high melting point and are

in solid at the room temperature. Because of this, one cannot generate a beam from

these elements in a nozzle.

A different method has to be used if we want to make a supersonic lithium beam.

One good approach is to use the ‘seeding’ technique, where the beam of gas of interest

is mixed with a large group of a light dilute gas. The seeded specie is thereby

accelerated to a velocity essentially equal to that of the dilute gas at the source

temperature. We have been collaborating with the group of Edvardas Narevicius

on exploring ways to achieve a good entrainment of lithium into a supersonic beam.

Previously, they were able to seed and trap 105 lithium atoms with a beam of a

supersonic mixture of an oxygen and krypton mixture at a nozzle temperature of

165 K [2]. They seeded the lithium by laser ablation of a solid target placed near
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the valve. In this method, the temperature of the lithium beam they generated is

about 3 K, and they estimated the amount of entrained lithium to be on the order of

107 atoms per pulse1. Further reducing the temperature of the lithium beam while

having a large atom number seems challenging.

The theoretical study of the beam seeding technique is still an unsolved problem.

Most study on the interaction between atoms in a supersonic beam is done through

the Monte Carlo simulation with a predefined interaction potential and cross sec-

tion [75]. Rather than the molecule properties, various influences from parameters

of the environment such as boundary condition, background pressure, temperature,

etc, make it even harder to study this problem thoroughly. We explore the various

parameters experimentally to achieve the highest number of entrained atoms while

minimizing the disturbance introduced by the entrainment.

In our experiment, we explored different noble gases at different temperatures

for lithium entrainment. We tried laser ablation with a high power pulsed Nd-YAG

laser to provide a lithium source in the early stage of our experiment. However, we

found that either the number of entrained atoms is limited as in Narevicius’ group,

or the plasma generated by laser ablation heats up the beam significantly. Rather

than pursuing this method, we decided to use an electrically heated oven to provide

a semi-collimated lithium source. Additionally, we explored the potential of adding

a high current pulsed metal ribbon above the oven opening and located on the other

side of supersonic beam, in order to increase the amount of atoms that undergo the

entrainment process.

We used a source vacuum chamber to generate the lithium atoms and entrain them

into a supersonic carrier. After the entrainment, there is a skimmer for collimation

and further reducing the beam transverse temperature, then a detection chamber

where we performed measurement using different tools, e.g. laser fluorescence, hot-

wire detector, residual gas analyzer (RGA), as shown in Fig. 4.5. The Even-Lavie

valve and lithium source are located in the source chamber which has a vacuum of

below 1× 10−8 Torr. Experiment details and results are discussed in this section.

1private communication through email
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Fig. 4.5: Schematic of entrainment experiment setup. The detection tools together
with the vacuum chamber are mounted on a translational stage such that measure-
ments at multiple points can be obtained along the longitudinal direction.

4.3.2 Lithium oven

To generate the dilute lithium gas flow in the supersonic beam path, we used an

electrically heated oven filled with natural abundance lithium (92.41 % 7Li and 7.59

% 6Li). The lithium oven is located in the vacuum at a distance of about 10 cm from

Even-Lavie valve, with its opening facing the beam path about 2 cm below. We make

use of the lithium vapor pressure to generate the lithium vapor, as shown in Fig. 2.2,

which is given by equation [57],

P = 104.98821− 7918.984
T−9.52 with T ∈ [298, 1600]K, (4.25)

where P is the vapor pressure in bar, and T is the temperature in Kelvin. Note that

the melting point of lithium under standard pressure is 180 ◦C.

We adopt a design of the capillary lithium oven [106]2, as shown in Fig. 4.6. The

oven nozzle and oven reservoir are wrapped with electric heater wires and can be

heated separately.

There are totally 528 capillaries in the first version of our oven, with each capillary

100 µm in diameter and 5 mm in length. At 550 ◦C, the lithium vapor pressure is 1.8

2In the original paper an aligned micro-capillary array is used for the oven nozzle and 1.2× 1014

atoms per second is obtained at 525 ◦C by the author.
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Fig. 4.6: Picture of capillary oven. Left: top view of the capillary oven nozzle; Right:
top view of oven with copper shielding.

pa a with mean free path of 14 mm which is much larger than the aperture diameter,

thus in the effusive regime. The flux in terms of atom number can be estimated by

Φ =
n0v

4
NAα, (4.26)

where the number of gas atoms noted as Φ, the mean velocity of atoms are given

by v =
√

3kBT/m, total number of capillaries are N = 528, the opening area of the

nozzle can be calculated from A ≈ π(100µm/2)2, and the number density is n0 = p
kbT

as derived from ideal gas law. The fraction of atoms passing through α ≈ 0.6% can

be estimated from the aspect ratio of the capillaries. This estimation yields about

1.8× 1015 atoms per second at 550 ◦C and 6.3× 1015 atoms per second at 600 ◦C.

4.3.3 Pulsed ribbon

Since the supersonic carrier gas is generated from a pulsed source (pulse length ∼
10 µs) while the lithium oven is producing a constant flux of lithium, more than 99%

of lithium atoms coming out of the oven are not directly entrained during the time

that the supersonic carrier gas passes by. Collecting those lithium atoms that are not

within the proper time window and re-emit them helps improve the entrainment.

Our idea is to place a thin Nichrome ribbon above the oven nozzle but on the

other side of the supersonic beam, as shown in Fig. 4.7. The ribbon will act as
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a lithium collector when the supersonic nozzle is not activated. By passing a high

current pulse through the ribbon that is synchronized to the supersonic nozzle trigger

with a proper delay, we heat up the ribbon to around 1000 ◦C in a short time and

remit the collected lithium atoms. As the inactive time of the nozzle (1 ∼ 5 s) is

much longer compared to its opening time(∼ 10 µs), this method could effectively

increase the lithium atoms that are entrained.

Fig. 4.7: The experiment of entrainment using the oven and ribbon. Top: the
schematic of entrainment setup and the real image with the experiment apparatus.
Bottom: Ribbon wiring and ribbon with accumulated lithium on the surface after
running oven without ribbon for several hours.

The general idea of the high current pulse is based on an LCR circuit. We use a

similar circuit as ones in our decelerator CBOX (Fig. 5.15 board) with fixed capaci-

tance of 22 mF. The capacitors are charged up to 300 V and the output current goes

through a fixed inductor with inductance of 2 µH. A Nichrome ribbon with resistance

0.2 Ω and dimension of 0.002 x 3 x 0.2 inch is used to carry a 60 µs and 1200 A high

current pulse at a rate of every 3 seconds. The calculated ribbon temperature is

shown in Fig. 4.8. This result agrees with later measurement from a pyrometer.
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Fig. 4.8: Calculated current (blue) and temperature (orange) of the ribbon over time.

4.4 Experiment

4.4.1 Overview

The cryogenic temperature in our experiment was created either from liquid ni-

trogen at 77 K or from a compressed helium cryocooler (SHI Cryogenics CH-204)

operated at around 10 ∼ 20 K. The cryocooler is further cooled by institutionally

provided chilled water, which is kept at a temperature of less than 10 ◦C and was

circulated by a heat exchanger.

We first experimented with the supersonic beam at different parameters, e.g.

temperature, pressure, pules length, etc. As helium is the only one from our candidate

list (He, Ne, Ar, Kr) that stays in gas phase at 20 K, more experiments have been

done with it. We also experimented with Ne, Ar, and Kr at higher temperatures, the

result will be summarized later.

Once getting into a proper parameter space for the supersonic beam, entrainment

of lithium into Helium is attempted. Both methods, with only the lithium oven and

with the ribbon + oven were tested. The goal at this stage is two-fold: first, we’d

like to get the lithium beam velocity below 500 m s−1, as this is the limit speed up

to which our decelerator is capable of capturing atoms. Additionally, we want to

optimize the entrained lithium atom number (> 109 atoms per pulse) while keeping
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the beam at a low temperature (< 250 mK) such that enough atoms can be efficiently

decelerated later.

4.4.2 Detection methods

Multiple detection methods were used for measuring the time-of-flight signal of

helium and lithium. We use a residual gas analyzer (RGA, Stanford research system

RGA-100) to measure the time-of-flight signal of helium and other gases, as shown in

Fig. 4.5. Laser fluorescence and a hot wire detector were used to detect the lithium.

All these detection instruments are in the detection vacuum chamber (∼ 10−9 Torr)

which is mounted on a translation stage such that measurements can be achieved at

different locations along the beam propagation axis.

4.4.2.1 Residual Gas Analyzer

The residual gas analyzer (RGA) is a mass spectrometer for analyzing gas compo-

nents inside a vacuum below 10−4 Torr. A small fraction of gas molecules are ionized,

the resulting positive ions are detected and measured according to their molecular

masses. The detection and analyzation happens sufficiently fast so that it can be

used for detecting time-of-flight of dilute gas as well. We have the ionizer of our RGA

located in the path of the atomic beam and directly facing the incoming atoms.

4.4.2.2 Hot wire Detector

The hot wire detector, or Langmuir-Taylor detector, works according to surface

ionization process, with detection probability almost independent of atom velocities

[33]. The positive ion from the ionization event is collected by an electrode and the

signal of the ion current is obtained. Surface ionization of an atom occurs if the

ionization potential I of the atom is comparable to the work function Φ of the metal.

The probability of atoms to be emitted as positive ions is given by the Saha-Langmuir

law,

P+ =
1

1 + g0
g+

exp[ I−Φ
kBT

]
, (4.27)

Where g+ and g0 are the statistical weights of the ion and atom ground states, for

alkali atoms g0/g+ = 2. I is the ionization potential of the atom, for lithium I =

5.392eV . The work function for rhenium as the hot wire ribbon is Φ = 4.96 eV.
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Usually the wire temperature is kept at 1500 K or larger, in order to reduce the ion

residence time on the surface. This residence time is given by τ = τ0 exp(Eads/kBT ),

where Eads is the ion adsorption energy (∼ ev). The structure of our wire detector

is shown in Fig. 4.9. To extract the ionization probability, we have run our wire

Fig. 4.9: Image of hot wire detector with motor controlled translation stepper

detector at different currents and measured the temperature with a pyrometer. At

3.5A, the temperature is about 1890 K, yields an ionization probability of 3.4 %.

The rhenium ribbon has dimension of 0.001 x 0.0315 x 2 inches. The output current

signal is converted into a voltage using a Femto current amplifier, an SRS voltage

amplifier is used for extra amplification and noise filtering. The conversion between

atom number in a short time window to measured voltage U is then given by:

Natoms =
1

e · Pion · Pdetect ·Gamp

∫ t1

t0

U(t) (4.28)

where Pion = 0.034 is given by Eq. 4.27, e is the electron charge, Gamp is the total

amplifier gain during the experiment, and Pdetect = 0.3 is the detection probability

which is calibrated from a laser fluorescence measurement.

Since the hot wire detector is only 800 µm wide, we scan it transversely through

the cross section of the atomic beam and then integrate over time to obtain a total

atom number value. In the mean time, the wire scan measurement could also give us

the atom beam size along the scan direction.
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4.4.2.3 Laser fluorescence

The laser fluorescence detection is widely used in atomic physics experiments. A

typical setup is to have a laser beam intersect with the atom beam at a right angle,

with its frequency tuned on resonance with a certain atomic transition and power

above the saturation intensity of the transition. The atom number is calculated from

the scattered photons measured by a photo detector. For a three-level transition like

the lithium D2 line, when a single probe laser beam is used for probing, atoms go dark

after 2 cycles on average with sufficient amount of time interacting with the laser.

This assumes the transition has a branching ratio of 0.5 [120]. Additionally, one has

to know the solid angle Ω of the photo detector relative to the atom beam center,

the quantum efficiency Qquant, and the current-to-voltage conversion gain QI-to-V to

calculate the total atom number,

Natom =
2π

ΩQquantGI-to-V

∫ t1

t0

Udt. (4.29)

4.4.3 Supersonic helium beam

4.4.3.1 General characterization

We first tested the helium beam signal dependency on the Even-Lavie nozzle

pressure and nozzle temperature at a fixed pulse length of 20 µs. For this test, we

are interested in the influence of the Even-Lavie valve pressure and temperature on

the supersonic beam flux and temperature.

The helium signal is detected through time-of-flight measurement by the RGA

and is integrated over time to get a total signal. Additionally, Eq. 4.14 was used to

extract the helium beam temperature from a single point measurement.

Fig. 4.10 shows the dependency of the helium flux on the supersonic nozzle stag-

nation pressure and the temperature. From the plot one can see that the flux does not

change much with pressure at room temperature, but does obviously decrease when

the nozzle is cooled down to lower temperatures. At the extremely low valve pressure

the helium flux starts to increase, this could be due to the increased mean-free-path

which reduces collision and increases throughput, as approaching effusive flow.

The dependency of temperature of the supersonic beam on the nozzle pressure

and temperature is shown in Fig. 4.11. One can see that by decreasing the Even-Lavie

valve pressure the temperature of the atom beam first decreases and then increases.
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Fig. 4.10: The helium supersonic beam flux dependency on Even-Lavie valve param-
eters. Left: flux dependency on nozzle stagnation pressure at room temperature.
Right: flux dependency on nozzle temperature at 300 psi nozzle stagnation pressure.
Both measured at 20 µs nozzle pulse length.

The way to understand this intuitively is to consider the collision rate of atoms at

the nozzle opening. Lower pressure results in a smaller atom number density in the

Even-Lavie nozzle, which, similar to its influence to atom flux, reduces the collision

rate. As discussed before, the two-body collision contributes to the cooling effect in

a supersonic nozzle. Thus, the resulting temperature increases at low pressure. The

decrease of the beam temperature with lower nozzle temperature is obvious, according

to Eq. 4.14.

Fig. 4.11: The helium supersonic beam temperature dependency on Even-Lavie valve
parameters. Left: temperature dependency on nozzle stagnation pressure at nozzle
100 K. Right: temperature dependency on nozzle temperature at 300 psi nozzle
stagnation pressure. Both measured at 20 µs nozzle pulse length.
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Additionally, we obtain the helium beam velocity through an RGA two-point

measurement, where we got the speed of ∼ 2000 m s−1 at room temperature and

∼ 1000 m s−1 at around 100 K. This beam velocity is too fast for the decelerator

to capture, thus parameters at even lower temperatures using the cryocooler are

explored. An example of a time-of-flight beam speed measurement is shown in Fig.

4.12, together with velocity results from linear fitting at different Even-Lavie valve

temperatures.

Fig. 4.12: The time-of-flight measurement of helium beam velocity. Left: example of
a time-of-flight measurement at valve temperature 25K, TOF signal is obtained at
multiple RGA locations, the time of arrival is then extracted to get beam velocity.
Right: linear fit of multi-point TOF measurement at different valve temperatures,
velocities are extracted from line fitting. Nozzle pulse length: 7.6 µs, stagnation
pressure: 300 psi.

4.4.3.2 Beam Properties at 10K Nozzle Temperature

As we have seen that the helium beam temperature gets colder with lower trans-

lation speed when the supersonic nozzle is cooled to lower temperatures, we directed

our experiment with the supersonic beam to even lower temperatures. With the help

of a cryocooler we were able to get the nozzle temperature down to 10 K with good

stability (∆T < 0.5 K). Additionally, we wrapped a thin heater wire on the 2nd

cooling stage of the cryocooler in order to gain a bit of temperature controllability, as

the cryocooler can only operate at its lowest temperature. By doing this we can tune

the nozzle temperature in the range of 10 K ∼ 30 K, which yields beam velocities
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ranging from 450 m s−1 to 550 m s−1. We then performed a full characterization of

the beam in this region.

First, shown in Fig. 4.13 is the helium beam time-of-flight signal detected by an

RGA, as a measurement of the change of the beam flux when cooling down towards

10K. Nozzle pulse length is fixed at 20 µs with a stagnation pressure of 300 psi for

this test. One may notice that the total signal goes down when getting to colder

temperatures.

Fig. 4.13: Helium supersonic beam time-of-flight measurement during the cool down
process of the nozzle from the room temperature to 10 K, as measured by a RGA.

Additionally, we found that the nozzle pulse length and stagnation pressure also

influence the beam shape and total signal. Various tests have been performed on

these parameters, the change of beam shape at a parameter set that is close to the

optimal point is shown in Fig. 4.14.

4.4.4 Other carrier gases

In addition to helium, we also explored other elements as carrier gas: Neon,

Argon and Krypton. Their translation velocities at different nozzle temperatures

were measured, using either liquid nitrogen(boiling point 77 K) or dry ice(sublimates

at 194.65 K) as the cooling source. A list of result is shown in Table 4.1.

4.4.5 Entrainment with oven

We started testing entrainment of lithium into helium at a nozzle temperature of

100 K. For this test we were using the hot wire detector as the measuring tool. By
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Fig. 4.14: Helium supersonic beam shape variation due to the nozzle pulse length
change (left) and pressure change (right). Data shown are near the optimal region at
the nozzle temperature 10 K.

Element Speed Melting Point
Clustering
Point

Helium

2000 m s−1@293 K
1000 m s−1@100 K
550 m s−1@30 K
450 m s−1@10 K

4.2 K 30 K

Neon
940 m s−1@310 K
550 m s−1@102 K

25 K 80 K

Argon
503 m s−1@293 K
440 m s−1@141 K

83 K 240 K

Krypton 284 m s−1@185 K 116 K N/A

Table 4.1: A list of measured supersonic beam final speed with various element at
different nozzle temperatures. Data measurement using RGA at multiple point along
beam propagation direction. Also shown is their melting temperature as well as
temperature below which cluster starts form [40].

scanning the hot wire transversely across the atomic beam with a step size the same

as its width (0.0315 inch), we could get a 2D map of the lithium atoms along two

directions: the beam propagation axis and the hot wire detector moving direction (as

in position of hot wire).

We first optimized the Even-Lavie nozzle parameters (e.g. pressure, pulse length)

for oven entrainment, then the ribbon pulse is added with optimization of its pulse

length, delay, voltage, etc. A comparison of lithium flux from these two methods is

shown in Fig. 4.15.
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Fig. 4.15: 2D map of lithium beam using scanning hot wire detector, using entrain-
ment method of oven only (left) and oven + pulsed ribbon (right). The line plots on
the side show the summed result along the corresponding axis.

Additionally, we extracted the number of lithium atoms, based on a few parame-

ters of the hot wire: an ionization probability 0.0365, an ion current capture probabil-

ity of 0.3, and an amplifier gain of 106. The time-of-flight signal corresponding to each

of the hot wire measurement positions is integrated through a proper time window,

yields the results shown in Fig. 4.16. A gaussian function is then fit to the result in

order to extract the area under the curve, which corresponds to the total number of

lithium atoms detected. Then Eq. 4.28 is applied to extract the total atom number,

resulting in 2.2× 1010 atoms per shot for oven entrainment, and 1.1× 1011 atoms per

shot for oven+ribbon entrainment. The latter gives a total entrained lithium atom

number with a factor of 5 compared to the former one.

Getting this amount of lithium seeded in the supersonic helium beam, we were

then confident to move forward to temperatures below 30K, where the helium beam is

much colder, we expect the same temperature for the lithium beam. At an Even-Lavie

nozzle temperature around 20 K3, a few hot wire scan measurements were performed

with only the oven as the entrainment method to simplify the process. The 2D atom

cloud map as well as total atom number is shown in Fig. 4.17.

3Nozzle pulse length 7.4 µs and stagnation pressure at 300 psi
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Fig. 4.16: Integrated lithium ion signal from the hot wire for each wire scan position.
The signal is integrated current over a window of time-of-flight.

Fig. 4.17: Lithium 2D map from hot wire scan at low temperatures, with entrainment
method of oven at 550 ◦C.

.
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There are several observations from Fig. 4.17: First, the lithium beam becomes

slower when the carrier gas is cooled to lower temperatures, which agrees with our

previous observation on the helium beam. Second, more lithium atoms get entrained

at lower carrier temperatures as compared to the similar result at nozzle temperature

of 100K (Fig. 4.16), even though the total flux of the carrier helium gas goes down

(Fig. 4.13). Third, given specific Even-Lavie nozzle parameters, such as the pulse

length and the pressure, there exists an optimal nozzle temperature such that a cloud

of lithium atoms with high density and high total atom number is formed.

We further explored the third point from above, with a large amount of nozzle

parameter scans and finally settled on a nozzle temperature of 15 K ∼ 20 K. We

estimated the transverse temperature of the lithium beam to be about 60 mK, at a

distance of about 1.5 meters from the skimmer. We then moved forward to add the

ribbon in addition to the hot oven as the entrainment method.

4.4.6 Entrainment with pulsed ribbon

The parameter space for entrainment with the ribbon is much larger than just

using the oven, as there are additional parameters involved, such as ribbon voltage,

ribbon pulse length, ribbon delay, ribbon size, ribbon geometry, etc. A lot of effort

has been spent on searching for a set of optimal parameters with the ribbon to get

the highest gain over just the oven. Here only a few results close to optimal point are

shown. I will discuss them briefly.

For a better signal-to-noise ratio and faster data acquisition, we used laser fluores-

cence instead of the hot wire as the detection method. Similarly, the laser spot size is

collimated down to about 1 mm diameter and scanned transversely perpendicular to

the atom beam. In such a way the same 2D map of the lithium cloud can be achieved

as in the hot wire detector.

From the exploration of ribbon parameters, we found that with a ribbon pulse

length of 100 µs and a ribbon relative delay to nozzle of -50 µs ∼ 0 µs provide a good

beam shape and flux. The total entrained atom number is sensitive to the ribbon

voltage, which determines the surface temperature of the ribbon. Additionally, the

pulse length of the carrier gas also influences the entrainment property. A set of

measurement data from the scanning laser is shown in Fig. 4.18.

From plots in Fig. 4.18, one may see that with pulsed ribbon we could get up to
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Fig. 4.18: Ribbon + Oven entrainment with ribbon voltage scan at different nozzle
pulse length, shown are lithium cloud total signal (left), normalized to data point
corresponding to oven entrainment only (when ribbon voltage is 0), and time-of-flight
FWHM (right).

almost 20 times the amount of lithium as compared to only using the oven. The gain

over the oven entrainment first increases with increasing ribbon voltage, then starts

decreasing after reaching a maximum with even higher ribbon voltages. It is possible

that the increasing current in the pulsed ribbon starts influencing the carrier gas. An

additional observation during the experiment is that the electric arcs between the

two ribbon clamps starts to appear at these high voltages.

One may also notice that, with increased amount of lithium atoms entrained due

to ribbon pulsing, the resulting lithium beam properties also change. Shown on the

right of Fig. 4.18 is the increasing FWHM of the time of light measurement with the

increased ribbon voltage. We further confirmed with addition two-point measurement

that this is from the increasing temperature of the lithium beam. Unfortunately, this

beam heating effect from pulsed ribbon is unexpected. As we are getting decent

amount of lithium atoms with only oven as entrainment method, we decide to move

on with it and leave the ribbon method as potential future improvements that can

be done in our system.

A full characterization of the lithium beam is done with a two point scanning laser

measurement, as shown in Fig. 4.19. The laser separation is 0.2 m, and the data was

measured under nozzle temperature at 18 K and other optimized parameters.

A lot of useful information can be extracted from this measurement. First, let’s

look into the longitudinal speed of the beam. The time of arrival is extracted from the
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Fig. 4.19: Laser two-point measurement 2D map of lithium beam with oven entrain-
ment, at various nozzle pulse length from 7 µs to 9 µs. The two lasers are set apart
by 0.2 m.

peaks for both lasers, knowing the separation of the two measurement points allows

us to find the speed of the beam, as shown in Fig. 4.20.

Fig. 4.20: Lithium beam longitudinal velocity from laser two-point measurement,
using oven as entrainment method. Laser separation 0.2 m.

As our laser is scanned in perpendicular to the atom beam, the width can thus

be extracted and using Eq. 4.23 and 4.24, shown in Fig. 4.21.

Additionally, we also used laser spectroscopy at low intensity to extract the trans-

verse temperature of beam, as shown in Fig. 4.22.The laser frequency is detuned from

the resonant frequency using a VCO the measured lithium signal is plotted in relation
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Fig. 4.21: Lithium beam transverse temperature from laser two-point measurement,
using oven as entrainment method. Laser separation 0.2 m.

to the frequency detuning. The standard deviation is extracted from a Gaussian fit,

which is then used to extract the beam temperature. The resulting temperature is

160 mK at a nozzle pulse length of 8.0 µs, which is close to the result from two-point

measurement.

Fig. 4.22: Lithium beam transverse temperature measurement from laser spec-
troscopy. Oven is used as entrainment method at 18K. Gaussian fit result equation:
0.24 ∗ exp[(x− 0.94)2/(2 ∗ (17.44)2)].

Similarly, the longitudinal temperature can be extracted by studying the time-of-
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flight FWHM, and using Eq. 4.22. The result is shown in Fig. 4.23.

Fig. 4.23: Lithium beam longitudinal temperature from laser two-point measurement,
using oven as entrainment method. Laser separation 0.2 m.

4.4.7 Summary

From above discussions, we come up with a set of parameters for operating the

decelerator. The Even-Lavie nozzle is chosen to be operated at a temperature of 18

K with 7.5 µs pulse length, using helium as the carrier gas. This condition combined

with a hot lithium oven at 550 ◦C gives us a lithium beam containing about 1011

atoms with a longitudinal speed of 480 m s−1, which is within the capture range of

the decelerator. Additionally, the lithium cloud under this condition has a translation

temperature of under 100 mK and a longitudinal temperature of under 250 mK, which

is suitable for the moving trap in the decelerator.

We found these parameters with a measurement at about 1.5 m downstream from

the skimmer, however, the actual entrance of decelerator is preferred to be located

as close as possible to the skimmer exit. These obtained parameters are good as a

starting point for operating the decelerator, fine-tuning might be needed later for

optimizing its performance.
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Chapter Five: Magnetic decelerator

In the previous chapter we discussed the properties of the supersonic lithium beam

exiting the Even-Lavie valve. As has been pointed out, although the low transverse

temperature of the beam (< 100 K) is a good starting point, the longitudinal velocity

of the beam is way too high to trap or perform any measurement that needs longer

than a few microseconds. The 2.5-meter-long magnetic decelerator, which is discussed

in this chapter, is built to slow the atoms to trappable velocities, without raising the

transverse temperature.

Another novel property of our magnetic decelerator is that it only relies on the

magnetic momentum of atoms or molecules for deceleration. Thus, it is a general

method that is applicable to almost all neutral elements in the periodic table with

magnetic momentum. This is a tremendous advantage over the traditional Zeeman

decelerator which relies on the scattering force from a resonant photon and is hence

largely limited by availability of a resonant transition and a laser. As an example

application of interest, our magnetic could potentially provide flux of cold hydrogen

atoms, or even anti-hydrogen.

In this chapter, I present the ideas behind our magnetic decelerator assembly with

theoretical analysis and experiment measurement. Numerous details of the decelera-

tor design, assembly, electronics, control sequences, and configurations are provided.

Due to its complexity, a series of methods have been developed to test the control

and electronic functionality. These test measurements are also discussed. Finally, I

show the performance of the magnetic decelerator in the experiment, including the

optimization procedure and potential improvements.

5.1 Deceleration methods

Deceleration, or slowing, is necessary when loading atoms into a confinement re-

gion from a directed source. A Zeeman slower, which relies on the magnetic Zeeman

effect to keep decelerating atoms on resonant with a counter propagating laser, is

the most commonly used technique for alkali atoms. The technique was first real-

ized by William D. Phillips [96] and became a common step for realization of the
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Bose-Einstein Condensation (BEC). Together with Steven Chu and Claude Cohen-

Tannoudji, the Nobel Prize in 1997 is rewarded for their contributions on development

of methods to cool and trap atoms with laser light [26]. The electric counter part of

the Zeeman slower, the Stark decelerator [13], which relies on electric dipole moment

of molecules, was first realized in 1999. There are also many other deceleration meth-

ods that have been developed since then. The Optical Stark Decelerator [45] uses

an optical dipole force at high laser power, the Rydberg Stark decelerator has been

applied on hydrogen [125], the time-varying electric-field gradient slowing makes use

of a large electric dipole polarizability [76], and a high intensity pulsed optical lattice

has also been used to slow supersonic molecules [9].

5.1.1 The Zeeman slower

The commonly used Zeeman slower consists of a series of solenoids wrapped

around a vacuum cylinder, together with a cooling laser that is counter propagat-

ing towards the atomic beam. The coils are arranged in a way such that atoms

experience larger magnetic fields at high velocities, thereby compensating the large

Doppler shift of the laser frequency. This guarantees that the atoms always remain

resonant with the laser. As the atoms slow down, smaller magnetic field strength

is needed, which is provided by fewer solenoid windings, as shown in Fig. 5.1. The

required spatially inhomogeneous magnetic field is given by [79]

B = B0 +Bz

√
1− z/z0, (5.1)

where B0 is the bias field which defines the angular momentum axis for atoms, Bz is

the maximum field along z axis (atom propagation direction), z is the position along

the same direction and z0 is the total length of the Zeeman slower.

Zeeman slower has the advantage of maintaining a high atom-photon scattering

rate. However, since it relies on the force from the photon scattering along one

dimension, the Zeeman slower only works for atoms with a closed optical dipole

transition to avoid atoms going dark to the laser, hence it is limited to just a few

atoms. Most molecules can not be decelerated by this method. Another shortcoming

is that the deceleration is only along the z-axis. As atoms get slowed down, the

expansion along transverse direction could lead to loss. To reduce the transverse

expansion, on often add an extra stage of optical molasses for transverse cooling.
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Fig. 5.1: A typical setup of Zeeman slower.

Some groups use spectrally broadened laser to perform the cooling over a large range

of Doppler shifts [22].

5.1.2 The Stark decelerator

The Stark decelerator leverages the attraction of bipolar molecules in an external

electric field. Molecules in an appropriate quantum state with electric dipole moment

will gain Stark energy in an electric field, which is compensated by a loss in kinetic

energy. With a constant electric field, atom will regain the loss in kinetic energy

when leaving the field region. In the sense of energy, it is just like the molecules are

climbing a potential wall of electrical dipole energy. If the electric field is switched off

before the molecules start experiencing a decreasing field strength, the molecules will

not regain their lost kinetic energy. By repeating this procedure through multiple

stages of pulsed electric fields, molecules can be slowed to a standstill. A typical

setup of a Stark decelerator is shown in Fig. 5.2, where a sequence of high voltage

dipoles are switch on and off alternatively, creating effectively moving potential hills
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that always keep up right in front of the molecule cloud. Usually there are additional

sets of hexapole fields to perform focusing transversely, as the potential wall is only

one-dimensional and doesn’t provide any confinement.

Fig. 5.2: A typical setup of the Stark decelerator, figure from [13].

5.1.3 The magnetic Coilgun

The magnetic coil gun, or sometimes called the Zeeman decelerator (as distin-

guished from the Zeeman slower), is the magnetic counter part of the Stark deceler-

ator. It is based on the same idea as the Stark decelerator, but uses magnetic dipole

moment instead of electric dipole moment.

The magnetic coilgun was first demonstrated by our group and Merkt’s group

at ETH Zürich. The magnetic coil gun initially consists of 18 coils in 2007 [88],

and later upgraded to 64 coils in 2008 [86]. Metastable neon atoms were used for

deceleration. This magnetic coil gun was later applied to molecules. In 2008, our

group and co-worker reported the deceleration of oxygen molecules [87]. The general

setup of the coilgun is shown in Fig. 5.3. Merkt and co-workers also demonstrated

the deceleration based on the same idea to slow down a beam of Hydrogen [116] and

Deuterium atoms [59], initially using six and later 12 pulsed magnetic field stages [60].
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Fig. 5.3: A typical setup of magnetic coilgun, figure from [86].

5.1.4 Summary

As can be seen from the above discussion, there are generally three categories of

deceleration methods for atoms or molecules: the photon scattering, the electrical

dipole potential, and the magnetic dipole potential. They all have their advantages

and limitations, as summarized in Table 5.1.

Method Pros. Cons
The Zee-
man slower

simple, fast Only applicable to a few atoms, due to avail-
ability of cycling transition and laser. No
transverse confinement.

The Stark
decelerator

strong force; compact;
low current; easy to
control.

Only applicable to molecules with large elec-
tric dipole. No transverse confinement.

The Mag-
netic Coil-
gun

General for atoms and
molecules with mag-
netic dipole

Weak force; needs high current in coils; weak
transverse confinement.

Table 5.1: Comparison of deceleration methods for atoms and molecules.
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5.2 The adiabatic decelerator

5.2.1 Operation principle

The adiabatic decelerator is similar to the magnetic coilgun in that it makes

use of the magnetic dipole moment of atoms or molecules, but it is still a different

method of deceleration. Instead of making use of the potential hill experienced by

atoms along one dimension in a magnetic field, the idea of adiabatic decelerator is to

wrap the atom or molecule cloud with a three-dimensional, “effectively” moving trap.

By reducing the moving speed of the trap along the propagation axis of atoms while

keeping them confined in the other two directions, atoms or molecules are decelerated

adiabatically without spreading in transverse directions.

To optimize the deceleration, there are a few questions to answer: How to create

a trap unit? What is the trap profile? How to make the trap “effectively” moving?

And how to control each of the moving trap unit accurately in terms of their field

strength and activation time? All these questions will be discussed individually in

the following subsections.

5.2.2 Trapping force

There are many ways one can exert controlled force on neutral atoms and molecules.

We prefer a general method that can be applied to most of neutral atoms as well as

molecules. Since almost all neutral atoms in their ground state or metastable states

are paramagnetic, as shown in Fig. 5.4, we elect to use magnetic forces. Additionally,

most molecules also have paramagnetism property.

Atoms and molecules are said to be paramagnetic when they have a net magnetic

dipole moment. The dipole moment in atoms and molecules originates from the

motion of the unpaired electrons around the atomic core or the molecule center. This

magnetic dipole moment can be used as a handle to control the motion.

5.2.3 The quadrupole trap

Having selected the magnetic dipole moment as the general handle to control the

motion of atoms or molecules, the next step is to make a trap from it. A magnetic

trap should exert conservative force pointing towards a specific point, e.g. trap cen-
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Fig. 5.4: Periodic table of elements with the maximum effective magnetic dipole of
ground-state atoms (in Bohr magneton) [38] divided by their mass (in AMU). Nobel
gas has their metastable state included. Yellow color shows relative high magnetic
dipole to mass ratio, red shows low and white shows no magnetic dipole. Figure
srouce: [14].

ter, in all three dimensions. The force experienced by a magnetic dipole and the

corresponding potential energy is given by

~F = ∇(~µ · ~B) (5.2)

and

U = −~µ · ~B = mjgjµBB, (5.3)

where magnetic moment is given by ~µ = −mjgjµB ẑ, with Bohr magneton µB, mj.

Here mj is the fine structure total angular momentum projected along its axis ẑ, and

gj as the Landé g-factor. The magnetic moment ~µ originates from the electron motion

described by the Amperian loop model. ~B is the magnetic field. In most cases, where

the changing rate of the external magnetic field is smaller than the Larmor frequency,

the magnetic dipole moment ~µ of an atom is always aligned parallel with the direction

of field ~B.
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Atoms with states mj > 0 are trend to move towards the magnetic field min-

imum, called “low-field-seekers” (LFS). Similarly, those atoms with states mj < 0

are inclined to stay at the field maximum, they are called “high-field-seekers” (HFS).

Thus, LFS is suitable to be trapped at the field minimum.

Such a trap can be realized by using a pair of coils oriented along the same axis but

with current flow in the opposite direction, called the ‘anti-Helmholtz’ configuration,

or magnetic quadrupole, as shown in Fig. 5.5.

Fig. 5.5: An example of the anti-Helmholtz setup with balanced coil winding. (A)
shows the geometry of the coil pair; (B) shows an arrow plot of magnetic field; (C)
is the contour plot of the field strenght and (D) shows the field strength along the
symmetry axis. Coil radius: 5mm, coil space: 10 mm, current: 400 A, coil winding:
16.
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The magnetic field along the coil axis is given by:

~Bz(z) =
µ0R

2

2
[

I1N1

((d/2− z)2 +R2)3/2
ẑ +

I2N2

((d/2 + z)2 +R2)3/2
ẑ]

I1=−I2=I
=

µ0IR
2

2
[

N1

((d/2− z)2 +R2)3/2
ẑ +

N2

((d/2 + z)2 +R2)3/2
ẑ]

, (5.4)

where µ0 = 1.257×10−6 N A is the vacuum permeability, R is the coil radius (assume

both coils have the same radius), and I1, I2 are the currents in each of the coils with

their sign indicates the direction of current. The coils are separated by a distance of

d and the field is given at a displacement of z from the geometric center of the coil

pair.

If we set the winding for the two coils in the anti-Helmholtz to be the same,

the magnetic field minimum ‖B‖min will be located at the center of the coils. More

generally, if given the two coils with different winding N1 6= N2, the field minimum

corresponding to Bx(x) = 0 is given byz =
2
√
d2Q−(Q−1)2R2+(Q+1)d

2(Q−1)
Q 6= 1

z = 0 Q = 1

with Q = (
N2

N1

)
2
3

. (5.5)

When d = 2R, and N2/N1, we have the displacement of field minimum from the

geometry center of the coils z ≈ 0.2R. For our magnetic decelerator, R = 5 mm,

resulting in a displacement of about 1 mm, as can be seen from Fig. 5.6. Similarly,

The potential energy of a magnetic dipole in such a field yields a minimum at the

near the center of the trap, as shown in Fig. 5.5 and Fig. 5.6.

Remember that our ultimate goal is to decelerate the atoms. If atoms are moving

with a constant speed, the trap profile seeing by atoms will appear to be the same as

in the lab frame, shown in Fig. 5.6. However, when the atoms undergo a deceleration,

the trap potential experienced by them will have to be modified, as the co-moving

frame is not an inertial frame. The modified potential energy of a magnetic dipole in

a decelerating trap is given by

Uco-moving = mjgjµBB +ma∆z, (5.6)

where a < 0 is the constant acceleration of the moving trap, ∆z is the displacement

of the atoms relative to the zero-field center of the trap, and m is the mass of atom.
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Fig. 5.6: Calculation of trap potential along symmetry axis with anti-Helmholtz
configuration. Showing in the figure is the trap potential with the same windings
(16) for both coils, in lab frame (A) and co-moving frame (B), as wll as modified
trap potential with from coil winding of 16 and back coil winding 8, in lab frame
(C) and co-moving frame (D). Coil radius: 5mm, coil space: 10 mm, current: 400 A,
acceleration: 45580 m s−2.

From Eq. 5.6 we learn that, due the to deceleration (a < 0), the front trap peak

in Fig. 5.6 (A) will be reduced while the trap back peak will be lowered, resulting a

modified potential seeing by atoms as in 5.6 (B).

When the same winding are applied for the front and back coils, one notice that

the actual trap depth is limited to the lower peak of the potential energy (Fig. 5.6

(B)). This indicates that the balanced winding setup is not fully making use of the

generated potential. As an improvement, we can apply different winding to the front

and back coils in the anti-Helmholtz configuration, e.g. 16 winding for the front coil,

and 8 winding for the back coil. This modification yields an imbalanced potential in

the lab frame but gives better balancing in the co-moving frame, as can be seen in
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Fig. 5.6 (D). The calculation of imbalanced coil setup of anti-Helmholtz configuration

is shown in Fig. 5.7.

Fig. 5.7: Imbalanced anti-Helmholtz coils setup with front coil 16 winding and back
coil 8 winding. Shown in the figure are the geometry of the coil pair (A), the arrow
plot of magnetic field (B), the contour plot of field strength (C) and the field strength
along the symmetry axis (D). Coil radius: 5mm, coil space: 10 mm, current: 400 A.

Study of the trap potential in the co-moving frame helps to decide the trap depth

along the longitudinal direction. From Eq. 5.6, a rough estimation of the front and

back potential in co-moving frame is

Ufront-co-moving = max{0,mjgjµBBfront +mad/2}

Uback-co-moving = mjgjµBBback −mad/2
. (5.7)

Then the trap depth in kelvin is given by

Ttrap =
min{Ufront-co-moving, Uback-co-moving}

kB
, (5.8)
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where kB = 1.38×10−23 m2 kg s−2 K−1 is the Boltzmann constant. The trap depth in

term of temperature Ttrap has to be at least as large as the atom cloud temperature.

5.2.4 Moving trap time sequence

In the previous section we discussed the unit trap configuration for deceleration.

The next problem to answer is how to make the trap move together with the atoms.

Physically moving the coil in a controlled manner at hundreds of meters per second

is not viable. An alternative is to fix a series of coils along the atom beam path

while switch on the corresponding trap only when at in the trap center. This way,

we switch a 480 traps in a timely controlled manner to create an “effectively” moving

trap.

Importantly, simply a moving trap itself won’t guarantee that the atoms are de-

celerated properly, one also need to handle the transferring of atomic cloud from one

trap to the next, which we want to be as smooth as possible. The smooth transferring

of atoms between the traps is realized by overlapping neighboring traps in both space

and time. In the time domain, we used a sine shaped current pulse to generate these

fields in the decelerator, as shown in Fig. 5.8.

Fig. 5.8: Illustration of moving trap setup. Top: three traps forming unbalanced anti-
Helmholtz coils are arranged in an overlapped manner, only half are shown according
to symmetry. Middle: the trap potential distribution in the lab frame. Bottom:
current in coils as a function of time, showing the overlap between neighboring pulses.
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Fig. 5.8 shows imbalanced anti-Helmholtz coil configurations, with front coil hav-

ing 16 winding (4 x 4) and back coil having 8 winding (2 x 4). This arrangement also

yields the result that the maximum potential of the previous trap is spatially overlap-

ping with the next trap minimum. If we use a fixed coil distance d for each trap, the

overlapping part of two neighboring traps becomes d/2. This distance can be set by

using a plastic spacer. In our settings, the wire diameter is 405 µm, corresponding to

American Wire Gauge (AWG) of 26. Precise control of coil spacing was realized by

careful design of coil mount structure. The coils are activated using half-sine shaped

current pulse.

The trap turn on time determines the relative position of an atom cloud in a

trap when the corresponding trap is activated. In order to achieve the maximum

deceleration from each individual trap, we only switch off the trap when the atoms

reach the top of the corresponding potential hill. In the mean time, the next trap is

activated, at which point the atoms are at the field minimum the next trap, as shown

in Fig. 5.8. This operating manner is similar to the one for the Stark decelerator and

the coilgun, as discussed in Section 5.1.2 and Section 5.1.3.

Once we have a moving trap, we would like to write the trap turn on time tj and

the trap pulse length Tj as a function of trap number j, total number of traps N ,

initial velocity v0, and the final velocity vt.

First, assuming an overall constant deceleration, the distance of j-th trap center

from the center of first trap is

Lj = d(j − 1), (5.9)

where d is the trap center to center distant as well as coil separation in a trap. Thus,

the total distance for the constant deceleration is LN = d(N−1). Knowing the initial

and targeted velocities, the acceleration a can be derived according to the Newtonian

dynamics:

a =
v2
t − v2

0

2L
=

v2
t − v2

0

2d(N − 1)
j = 1, 2, ..., N. (5.10)

Second, using the global acceleration derived above, and note that a trap is turned

on when atoms arrive at the field minimum, we have the atom speed for the j-th trap

as:

vj =
√
v2

0 + 2aLj

=

√
j − 1

N − 1
v2
t +

N − j
N − 1

v2
0

(5.11)
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with v1 = v0, vN = vt, and j = 1, 2, ..., N . The turn on time for the jth trap is given

by

tj = t1 +
vj − v1

a

= t0 +
2d(N − 1)(

√
j−1
N−1

v2
t + N−j

N−1
v2

0 − v0)

v2
t − v2

0

, (5.12)

where t1 = t0. Thus the total deceleration time is Ttot = tN − t1 = 2d(N−1)
vt+v0

.

The pule length of the j-th trap, Tj, is just twice tj+1 − tj, or

Tj = 2(tj+1 − tj)

=
4d(N − 1)

v2
t − v2

0

[√ j

N − 1
v2
t +

N − j − 1

N − 1
v2

0 −
√

j − 1

N − 1
v2
t +

N − j
N − 1

v2
0

]. (5.13)

Finally, to get some feeling of the actual values used, we apply the above equations

to our experiment. We decelerate the atoms from v0 = 480 m s−1 to vf = 50 m s−1

with N = 480 coils. The calculated acceleration is a = 46484 m s−2, the pulse length

of traps ranges from T1 ≈ 80 µs to T480 ≈ 400 µs, and the total deceleration time is

Ttot ≈ 10 ms.

5.3 Assembly

5.3.1 Trap coils

According to the characterization of the atom beam (see Section 4.4), an atom

cloud with transverse dimension of less than 8 mm (FWHM) is obtained after the

skimmer. We decide to make the diameter of the decelerator coils to be about 10 mm.

The design is targeted for an initial speed of 480 m s−1 and a final speed of 50 m s−1.

Combined with other considerations from the aspect of electronics and structure, a

set of trap coil parameters was decided, as shown in Table 5.2. The total length of

the decelerator is about 2.5 m.

Considering the realization of the spatial overlapping of neighboring traps, the

front and back coils of each anti-Helmholtz coil pairs are structurally packed sep-

arately. Shown in Fig. 5.9, a coil pack is sandwiched in between two others, and

two consecutive odd or even packs contribute to a pair of anti-Helmholtz coils than

forms a trap. Such arrangement makes use of the space efficiently while avoiding

entanglement of wires.
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Fig. 5.9: The schematic of coil packing. Each coil of the same anti-Helmholtz pair is
packed with the one in the skipped neighborhood.

To dissipate heat generated by the high current pulses, every 10 coil packs are

further assembled into an aluminum heat sink block with plastic spacers to set the

correct separation distance. Heat conducting epoxy (EPOXIES CAT.30TB13) was

applied and baked for 4 hrs to make the unit solid, as shown in Fig. 5.10, in total there

are 48 these blocks. A vacuum tube made of Inconel goes through the opening and all

Coil bore diameter 10.2 mm
Coil wire diameter 405 µm (AWG 26)
Coil winding front 4 (layers) x 4 (turns)
Coil winding back 4 (layers) x 2 (turns)

Anti-Helmholtz coils inductance 4.8 µH
Anti-Helmholtz coils resistance 0.15 Ω

Total resistance for single coil circuit 0.20 Ω
Front-back coil separation 10.8 mm

Coils overlapping 5 mm
Coils current 0 ∼ 500 A

Total number of coils 480

Table 5.2: Adiabatic decelerator coil design parameters.
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aluminum heat sinks are aligned. There is extra supporting electric interface attached

to each of the heat sink holders, to convert wires to through hole pin interfaces, so

that the 10 coils as a whole in the heat sink unit can be plug in and our easily to

current supplying circuits, as shown in Fig. 5.10.

Fig. 5.10: Assembly of trap coils. Shown figures are: a single coil pack unit (A), an
aluminum heat sink unit with 10 coils pairs (B), the support board for a heat sink
unit (C) and a top view of 480 coils assembled on discharge board (D).

For a single trap with this setup and 400 ∼ 500 A current, the trap field along

longitudinal and transverse direction is calculated, as shown in Fig. 5.11, the corre-

sponding longitudinal and trap depth is also shown on the save figure with acceleration

value a = −46484 m s−2.
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Fig. 5.11: Calculated magnetic field in a single Anti-Helmholtz pair with real param-
eters. Shown figures are: the magnetic field along the longitudinal direction (A), the
magnetic field along the transverse direction (B), the trap depth along the longitudi-
nal direction (C), and the trap depth along transverse direction (D).

5.3.2 Electronics

The electronic design of the adiabatic decelerator was quite a challenge. Some

design requirements are:

• High current ∼ 500 A pulse is challenging for PCB.

• Precisely controlled current pulse width and start tiem of 480 individual coils.

• Consecutive pulse separation is small (10 ms ∼ 90 ms), recharge capacitor in

time is necessary.
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• Keep the sequence configurable to give pulse length ranges from 20 µs to 200

µs.

The general approach of achieving high current pulses is to use charged capacitor

banks. In order to provide various current pulse times, combinations of binary valued

(1, 2, 4, 8, ...) capacitors and inductors are used in the circuits, with an insulated-gate

bipolar transistor (IGBT) associated to each of them as a configurable switch. By

triggering a selected subset of these IGBTs we can configure the actual inductance L

and capacitance C for each individual trap, thus control the pulse length.

Let’s look at how to choose the values for L, C and R. Each of the 480 anti-

Helmholtz coils can be modeled as an inductor with certain resistance R. For an

RLC circuit, we have the current i(t) as a function of time given by

d2i(t)

dt2
+
R

L

di(t)

dt
+

1

LC
i(t) = 0

or
d2i(t)

dt2
+ 2α

di(t)

dt
+ ω2

0i(t) = 0

, (5.14)

where R, L, C are the total resistance, inductance and capacitance in the circuit,

respectively. The RLC circuit undergoes oscillation with the attenuation factor α =

R/2L, the resonance frequency ω0 = 1/
√
LC and the damping factor ζ = α/ω0 =

R
2

√
C
L

.

In our setup, each anti-Helmholtz coil circuit has a resistance of about Rcoil =

0.15 Ω, inductance Lcoil = 4.8 µH, with additional inductance from circuit, we have

α = R
2L
≤ Rcoil

2Lcoil
= 20833, which corresponding to damping time 1/α of at least 48

µs. To ensure the damping time is long enough during the various pulse lengths, we

want:

Condition 1 : Ltot ≥
T1/2R

2
= 0.1T1/2 (5.15)

where T1/2 is the pulse length of current in the coil in units of seconds.

Depending on the value of damping factor ζ, the equation can be solved in different

ways according to the under-damped (ζ < 1), the over-damped (ζ > 1) and the

critically-damped (ζ = 1) conditions. In our case, since a half-sine pulse is preferred,

under-damped circuit is used, which requires

Condition 2 : ζ > 1⇒ R

2

√
C

L
> 1

⇒ C

L
> 100

. (5.16)
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Additionally, we use thyristors to only obtain the positive part of the sine current.

In the under damped situation, the solution of the current is

i(t) = C1e
−αt sin(ωdt) + C2e

−αt cos(ωdt), (5.17)

where ωb =
√
ω2

0 − α2 = ω0

√
1− ζ2 is the oscillation frequency, C1 and C2 are

constants. We also have the time domain boundary condition: i(0) = 0, Vcoil(0) =

Lcoil
di
dt
|t = 0 = V0, which requires current of the anti-Helmholtz coil at initial discharge

time to be 0 while the voltage to be the voltage on the capacitor banks. We have the

solution of current as

i(t) =
U0

Lcoil

√
1
LC
− R2

4L2

e−αt sin(ωbt). (5.18)

Another quick but rough way to estimate the current in the circuit is using energy

conservation in the circuit, ignoring the 0.15 Ω resistance and time dependencies, the

energy in capacitors should be converted to inductors, 1
2
Ltoti

2 = 1
2
CU2 yields

i ≈ V0

√
C

Ltot

. (5.19)

Also the half-sine pulse length can be approximated when α� ω0, as

T1/2 ≈ π
√
LC. (5.20)

The above discussion provides a guideline for design of the circuit which satisfies

all the requirements.

Considering the charging time for the capacitor bank, 10 sets of the same circuit

were used to provide the current to the decelerator coils in a circulated way, called

“tune boxes” (TB1 ∼ TB10), e.g. tune box TB1 is responsible for coil number

1, 11, 21, ..., 471. Each tune box consist three circuit boards: the Boost Convert

Charger (BCC), the Capacitor Box (CBOX) and the Inductance Box (LBOX). The

output of each tune box is then connected to the upper level copper distribution lines

which guide the current to the circuit boards interfacing with decelerator coils, called

discharge board. The whole structure is shown in Fig. 5.12. We now discuss each

circuit in turn.

The Boost Convert Charger (BCC) In order to get about 500 A current

pulse, one needs voltages on the capacitors around 500 V. Simultaneously charging
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Fig. 5.12: Overview of decelerator electronics: Tune Box (TBX), BCC, LBOX, Dis-
charge Board.

multiple parallel circuits to high voltages in a short time (∼ 100 µs) is challenging.

Charging a 10 µF capacitor with 2 A constant current takes ∆t = UC
I
≈ 2.5 ms,

which is much longer than the total time that atoms spend in 10 consecutive coils

(10 tune boxes are activated in a circulated way, total time atoms spend in 480 coils

is about 10 ms). To shorten this time, one can either increase the charging current or

use a boost circuit. Since large current increases the requirement of the power supply

as well as PCB traces. A boost circuit is used for this purpose. The basic design of

the BCC is shown in Fig. 5.13

We apply 100 V from an external DC power supply to the input terminal of

the BCC. In step one, 10 capacitors each with 3900 µF capacitance get charged to

Vin = 100V with a current up to 2 A. IGBT1 and IGBT2 (model IXYX120N120C3),

which act as fast and high power switches, are kept off at this point. Then, at

step two, IGBT1 is activated while IGBT2 is still off. Charges from the capacitor

bank flow through the 16 µH inductor yields a current of Istep2 = I0 sin(ω0t), where

I0 = Vin

√
C
L
≈ 4937 A and ω0 = 1√

LC
. If we let this process go by itself, after

∆t = π
√
LC/2 ≈ 78 µs the voltage on the capacitor bank drops to 0 V and the

current in the inductor reaches a maximum of I0. All the energy on the capacitor

bank is thus transferred to the inductor. However, the current is too high and the

time length is too long for practice considerations, so we interrupt step 2 before it
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Fig. 5.13: Image of a BCC unit(top) and simplified schematic of Boost Convert
Charger (BCC, bottom). Colored arrows show the operation sequence.

goes too far. In step 3, far before the current on the inductor reaches its maximum,

switch off IGBT1 and activate IGBT2, where energy stored in the inductor is then

transferred to the output in the form of current. At this moment, there is still energy

left on capacitor bank, so steps 2 ∼ 3 are repeated a few times to keep dumping

current to the output. The whole BCC acts as a DC voltage to pulsed-high-current

converter whose output is then used to charge the CBOX. The voltage conversion

from the BCC to the CBOX is measured to be about 1:4, as shown in Fig. 5.14

The Capacitor BOX (CBOX) Together with LBOX, the CBOX provides the

tunability of the pulse time length. There are multiple binary-valued capacitors (1, 2,

4, 8, 16, 32, 32+32, in µF) that are connected in parallel on the CBOX. Each of the

capacitors is connected to an IGBT in series which acts as a selector. The selection
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Fig. 5.14: Measurement of voltage relation between the BCC input voltage (from
external DC power supply) and the voltage on the CBOX capacitor bank.

of capacitor is provided by an external TTL signal which triggers an optocoupler

to output control voltage on the gate of the IGBT. The real image and simplified

schematic is shown in Fig. 5.15.

The Inductor Box (LBOX) Similar to the CBOX, there are 4 binary-valued,

home-made inductors (2, 4, 8, 16 µH) on the LBOX, connected in series. To realize

the selectability, each inductor has an IGBT connected in parallel for form a bypass

circuit. The inductors are made from copper ribbon wires, with kapton tape as

insulation medium in between each layer and were held together by epoxy. The

resistance and inductance of these home-made inductors were calibrated using an

LCR meter (LCR816). The image and schematic of the LBOX is shown in Fig. 5.16

The Discharge Board The discharge board enables individual control of the

discharge timing for each individual traps, as well as rectifying the current pulse shape

to be a half-sine. The first task is realized by using two 16-channel analog multiplexers

(74HC4067) with totally 8-bit inputs and 30 outputs to control 30 individual traps on

each of the discharge boards. The decelerator consists of totally 16 of these discharge

boards to support the 480 traps. The circuit layout implements a symmetric pattern
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Fig. 5.15: Image of a CBOX unit(top) and simplified schematic.

with controls for even and odd numbered traps separated to different circuits. In

total there are 10 distribution lines (5 lines each of for the odd and even sides)

corresponding to 10 tune boxes As seen in Fig. 5.17.

The second task of realizing the half-sine current pulse from an under damped

source is done by a thyristor, or silicon-controlled rectifier (SCR), which is a solid-

state semiconductor device that only conducts when the gate receives a current trigger

and continues to conduct until the current drops below a (near zero) threshold value.

There are three different modes of the operation status of a thyristor: forwarding

conducting, forward blocking and reverse blocking, as illustrated in Fig. 5.18.

5.3.3 FPGA

For each of the 480 traps, there are more than 20 TTL pulses which need to be

generated and sent in a short time interval (< 100 µs). A large amount of logic

operations has to be processed in parallel at a high speed and a time resolution of
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Fig. 5.16: Image of a LBOX unit(top) and simplified schematic.

microseconds level. Additionally, configurability is also preferred so that the deceler-

ator could work in a controlled way. In consideration of all above requirements, two

field programmable gate array (FPGA) devices were used for this task.

An FPGA has a matrix of re-configurable logic units connected to realize a hard-

ware implementation of a software application. As compared to processors, FPGAs

use dedicated hardware for processing logic and do not have an operating system.

Since the processing paths are parallel, different operations do not have to compete

for resources, thus guarantees a fast speed and parallelization of multiple control loops

at different rates.

The Xilinx SPARTAN 3E FPGAs are embedded on two separate interfacing

boards to control the odd and even numbered coils. The firmware is written in
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Fig. 5.17: Image of a discharge board unit(top) and simplified schematic(bottom).

hardware description language (VHDL) by our collaborator Julia Narevicius. For

each trap we need have control of many parameters: the charging sequence from a

BCC board, the circuit capacitance configuration from a CBOX board, the circuit in-

ductance configuration from a LBOX board, and the discharge time from a discharge

board. Ribbon wires are used for the communication between the two FPGAs as well

as each of the BCC, the CBOX, the LBOX and discharge boards. An extra breakout
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Fig. 5.18: Thyristor and its working mode depend on gate current and bias voltage.

board is used to group the pins from FPGA output in an organized way, as shown in

Fig. 5.19. Next, the control sequence for the discharge board will be discussed briefly.

Fig. 5.19: Image of FPGA used for control the decelerator. Left: bottom layer layout.
Right: top layer connections.

The information we need to inform a discharge board about a single discharge

event includes “which”(which trap) and “when”(discharge trigger). To tell which one

of the 480 traps needs to be discharged, totally 9 bits (92 = 512) are necessary. These

9 bits are further divided to different logic groups to locate the specific trap, shown

in Fig. 5.20. In addition, an extra pin is need to transfer TTL signal to time the

triggering of the thyristor.

The basic operation procedures of our decelerator are described as following: First,

the control sequence is generated by a MATLAB/Python script according to the dis-

105



Fig. 5.20: Schematic of bits information in determination of 1 out of 480 traps. 9
total bits needed with 2 FPGAs.

cussion in Section 5.2.4. The output information from the script includes a table of

trap number, tune box number, the BCC charge time, coil discharge time, total ca-

pacitance, total inductance, charge margin time (gap between charge and discharge).

Second, the generated sequence is converted to binary code and loaded to the two FP-

GAs. Finally, a triggering pulse synchronized with other parts of experiment is sent

to both FPGAs, which triggers the function of the FPGAs and a series of sequence

is sent to the tune boxes.

A complete working flow for generating a configured current pulse is: The result

of the FPGA outputs first trigger a BCC from specific tune box, which charges

the corresponding the CBOX to a high voltage level (∼ 400 V). At this point all

the capacitors on the same CBOX are at the same voltage. Then a few capacitors

with their capacitance summed to a certain value will be discharged. The output

current from the discharge then goes through the LBOX. Similarly, only a few certain

inductors on the LBOX that fulfill the inductance configuration will carry the current.

By this step, we have made an LC circuit that involves customized values of C and L.

The output current is then directed to the distribution line under discharge board.
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In the mean time, the thyristor for the corresponding trap is activated and the same

current is thus directed through. When the current in the trap coil ends its first

half-sine period, the thyristor will shut it off and thus end the pulsing. The same

procedure is repeated with corresponding configured sequences for all other traps.

An example of the voltage on the CBOX during the charging stage is shown in Fig.

5.25.

5.3.4 Vacuum tube

Since all the electronics and coils are located outside of the vacuum, a 2.5 m long

Inconel tube is used as the ‘tunnel’ that guides the atoms through all the decelerator

coils. This tube interfaces with the source and detection chambers through an ultra-

torr connector (Swagelok) and an 2.75 inch flange. We choose inconel as the material

for the vacuum tube, for its relatively high resistivity (ρ ∼ 1×10−6 Ω m, as compared

to the stainless steel (5 ∼ 7×10−7 Ω m). The outer surface of the tube is additionally

covered by a thin heat sink layer to insulate itself from the decelerator coils. The

whole tube was baked at 160 ◦C under a vacuum of 10−7 Torr for a few days before

we connect it to other chambers in the experiment.

5.4 Verification

5.4.1 Pulsed magnetic field measurement

In the previous section we’ve discussed the design of an imbalanced anti-Helmholtz

coil as a single unit of the decelerator. The calculation performed earlier (see Fig.

5.11) has shown an anticipated trap depth of 350mK longitudinally and 150 mK

transversely. In this section, we discuss the measurement of the magnetic field profile

in the trap.

In order to measure the magnetic field inside the anti-Helmholtz trap, a short AC

current pulse of 400 A was applied. we used one of the tune boxes to generate the

current with a pulse length in the 10 µs ∼ 200 µs range.

We did not use the gauss meter for the magnetic field measurement, as its time

resolution is not high enough1. Instead, we rely on the Faraday effect, which provides

1The gauss meter we have only gives up to kHz response resolution.
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us a fast and accurate way to perform the measurement. The Frarday effect, or

Frarday rotation, is an effect that the polarization plane of a linearly polarized light

will be rotated by a certain angle when interacting with the medium that is placed in

a magnetic field. The rotation angle of the polarization plane is proportional to the

magnetic field strength along the laser propagation direction. This proportionality

is governed by the Verdet constant, V , as a property of the medium. The medium

which provides a large Verdet constant is called a Faraday rotator. The rotation angle

β of the polarization plane of laser along the direction of the magnetic field is given

by relation

β = V

∫ d

0

B(x)dx ≈ V Bd, (5.21)

where d is the propagation distance of light in the medium, and B is the magnetic

field component along that direction. An approximately localized measurement is

valid when the change of the magnetic field is small over d.

In this measurement, a terbium gallium garnet (TGG) crystal was used with a

high Verdet constant of -134 rad m−1 T−1. The experiment setup is shown in Fig. 5.21.

A 633 nm light from a Helium-Neon laser is shaped by a telescope, passing through

a polarizing beam splitter(PBS)2, and then the TGG crystal rod (3mm diameter, 2.5

mm length). The TGG crystal is held by a hollow Teflon rod with inner diameter

slight larger than the crystal. The rod is carefully aligned to the axis of the anti-

Helmholtz coil and translated along the same direction using a translation stage with

a resolution of 0.02 mm. The transmitted light from the TGG crystal passes through

another PBS and detected by a fast photodiode (Thorlabs PDA10A, rise time < 10

ns).

We use a setup shown in Fig. 5.21 to perform the measurement. To calibrate the

measurement, first, the laser power as in voltage V0 was measured without present

of the trap coil. Then the trap coil under the measurement was pulsed with a 400 A

current, a decrease of the measured laser signal ∆V is detected by the photodiode. An

example scope trace is shown in Fig. 5.22. The rotation angle of the laser polarization

plane can be derived from this measurement as

β = arccos

(√
V0 −∆V

V0

)
. (5.22)

2extinction ration larger than 100 : 1
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Fig. 5.21: Optics set up for measuring pulse magnetic field with TGG crystal.

Combining above equation with Eq. 5.21, the average magnetic field over the

length of TGG crystal can thus be calculated.

Fig. 5.22: Example of pulsed magnetic field measurement using TGG crystal and
photodiode. Blue trace(channel 2, DC mode): voltage on the CBOX, 3 charging(step-
wise increasing voltage) and discharging(sharp drop of voltage) are shown, measure
value shows real voltage value. Yellow trace(channel 1, AC mode): the intensity
change of detected signal from photodiode, indicates the change of polarization after
laser going through the TGG crystal in the pulsed magnetic field.

Same measurement were performed with different positions of TGG crystal inside

the coil. In this way, we could map out the magnetic profile inside the pulsed coil, as

shown in Fig. 5.23. This measurement help us find out some malfunctioning coils at

an early stage.
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Fig. 5.23: Axial measurement of magnetic field in anti-Helmholtz coil trap. Left:
Magnetic field profile along coil axis with different the CBOX voltages. Right: the
relation between the CBOX voltages and maximum magnetic field long coil axis, also
shown is the calculated peak field strength from in Eq. 5.19.

5.4.2 Current pulse length monitoring

The trap turn-on time and period has also been measured, as a way to check any

potential malfunction of our circuits. Since there are effectively 480 different circuits

in total, probing each of the current pulse is necessary.

In order to realize a simple independent test of each current pulse, a relative

measurement relying on Faraday’s low was developed. One characterization of the

decelerator circuit is that all the 480 current pulses can be traced from the output

end of the 10 tune boxes. We thus installed a pick up coil sensor at the output end

of the CBOX on each of the tune boxes. The pick up coils are oriented in such a

way that magnetic flux induced by the current at the CBOX output is maximized,

as shown in Fig. 5.24.

The output of all the pickup coils are then chained together and low pass filtered

(> 100 kHz) and monitored by an oscilloscope. The noise filtering is necessary in

order to isolate the wanted signal from the IGBT switching noise. An example is

shown in Fig. 5.25, together with the corresponding the CBOX voltage.

The pickup coil signal for a single current pulse is shaped like a skewed sine wave.

The starting time of this signal corresponds to the discharge time of each trap. The

skewness is from the inductance of the pickup coil itself which influences the starting

of the pickup signal. This signal is further processed using a python script to first

find the 1st-order derivative to extract a rough range of the discharge event, then a
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Fig. 5.24: Image of the pickup coil. The pickup coil is located in between the bridging
copper traces between the CBOX output and the LBOX input.

sine function is fitted to find the pulse length, as shown in Fig. 5.26.

The pickup coil output trace for all pulses are recorded and analyzed. A python

script was written to automatically locate and extract the information for each pulse,

specifically the discharge time and pulse length. The result from this measurement

is compared to the expected values, as shown in Fig. 5.27.

From Fig. 5.27 one can see that the discharge pulse length agrees reasonably well

with the configured FPGA sequence, the percent error is generally below 15% through

different runs. Note that the pickup coil signal contains a lot noise which adds some

uncertainty to this measurement. This pick-up coil method can be done in the real

time during the operation of the deceleration, thus serves as a convenient monitoring

tool.
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Fig. 5.25: A demonstration of oscilloscope measurement on the CBOX voltage output
(A) and corresponding pickup coil signal (C). Additional zoomed in plots at different
scale is also shown(B, D). Only the first 15 pulses are shown from tune box 1.

5.5 Decelerator test

5.5.1 Decelerator testing setup

The testing setup for the decelerator can be seen in Fig. 5.29 and 5.28. The

entrance of the decelerator vacuum tube is connected through an ultra-torr Swagelok

to the 10-inch flange from the source chamber (where the skimmer is mounted). Due

to the limited space for supporting structures, there is about 10 cm distance between

the skimmer and the first trap of the decelerator. The output of the decelerator

is connected to an 2.75 inch 4-way cross with AR coated viewports, then a 10 in

detection chamber which provides optical access as well as space for detection tools

like the hot wire detector and the RGA. In the early stage of testing, we also had an

extra 2.75 inch 4-way cross between the skimmer and the decelerator entrance, for

additional laser-based measurement.
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Fig. 5.26: A demonstration of process method used to extract current pulse length
from pickup coil signal.

The vacuum tube inside the decelerator was aligned carefully with laser. During

the experiment, with oven at 550 ◦C and nozzle pulsing at 0.3 Hz, the source chamber

can be maintained at around 10−8 Torr while the detection chamber at around 10−9

Torr.

We mainly used the laser fluorescence to detect lithium atoms, assisted with hot

wire detection and laser absorption measurement. Additionally, a residual gas an-

alyzer (RGA, model SRS 200) was used to measure the helium carrier gas. The

RGA also provides a weak lithium signal under the setting of a high channel electron

multiplier (CEM) voltage.

5.5.2 Searching for a signal after slowing

Like many experiments with a sophisticated setup, we didn’t see any signal in the

first few trials. Careful analysis and a step-by-step parameter search finally lead to

the observation of slowed atoms after the decelerator.

First, a laser position scan along the transverse direction of the atom beam before
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Fig. 5.27: Estimated decelerator pulse width. The result is compared to the expected
value from the FPGA configuration sequence.

the decelerator was performed. This measurement is to make sure that the entrance

of the decelerator is located at a position where the size of the lithium beam is small.

The integrated time-of-flight signal at each of the laser position is shown in Fig.

5.30, from which we obtained a measurement of beam FWHM of 8.2 mm, which is

smaller than the trap transverse size (10 cm) but is quite close. We believe future

improvement can be made by shortening this distance.

Second, we made sure that there is a straight pass of beam line through our

apparatus. Without the decelerator in operation, we observed the carrier Helium

atoms using the RGA, which is located at the very end of the beam line, about 3

m from the supersonic nozzle. The observed helium time-of-flight signal is shown in

Fig. 5.31. Unfortunately, initially we did not observe any lithium signal that passes

through the 2.5 m decelerator. Later we realized that the extra length introduced

by the measurement chamber (2.75 in cross) located in between the skimmer and

the decelerator reduced the amount of atoms coupled into decelerator a lot. After

removing this detection chamber we did observe the fluorescence of lithium atoms

that directly propagated through the decelerator when it’s not in operation.

Third, we notice that trappable lithium atoms are only those ’low-field-seekers’

114



N
o

zzle
---------
160 p

si
15.5 K
7.6 u

s

O
ven

--------
Li 550 C

 

Skim
m

er
--------------
5 m

m
 d

iam
eter

D
e

celerato
r

-----------------------------------------
4

8
0

 trap
s / 2.5

 m
 lo

n
g

V
acu

u
m

 tu
b

e 1
0

 m
m

 d
iam

e
te

r 

Laser 1 
--------------------
----
P

o
w

e
r >8

 m
W

 
1~2

 m
m

 
d

iam
eter 

Laser 2
 

----------------------
p

o
w

er >8 m
W

 
1~2

 m
m

 
d

iam
eter

Exp
erim

en
t Setu

p
 fo

r D
ecelerato

r C
h

aracterizatio
n

R
G

A
 

D
etecto

r

H
o

t W
ire

D
etecto

r

Tu
rb

o
 P

u
m

p

Fig. 5.28: Testing setup schematic for the decelerator and some key dimensions.
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Fig. 5.29: Testing setup for the decelerator. From left to right are: source chamber,
decelerator, detection chamber.

Fig. 5.30: Lithium laser transverse scan fluorescence signal before decelerator.

at ground level hyperfine states F = 2 of 2S1/2. These atoms take about half of the

original amount of lithium coming out from the skimmer. For this reason, the probe

laser used for fluorescence detection after the decelerator was locked to D2 transition
2S1/2, F = 2⇒ 2P3/2.
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Additionally, in order to increase signal strength of potentially decelerated lithium

atoms after the decelerator, we started our test with a decelerator setting of large

final velocity, close to a guiding mode. This idea is based on the consideration of the

beam expansion at the output of the decelerator. The laser detection point is located

at a distance of 15 cm from the last trap in the decelerator. Thus, we configured the

decelerator to operate with a final velocity of 300 m s−1.

Finally, there are many other parameters that are crucial for the deceleration:

the time delay of the decelerator trigger relative to the nozzle pulse, the decelerator

initial velocity. These parameters are scanned in a small range at their estimated

value. The started with scanning the decelerator delay at a fixed decelerator initial

velocity of v0 = 480m s−1. Once obtained a signal, v0 is scanned to further improve

the signal level. All these test were done at an Even-Lavie nozzle temperature of 18

K and pressure of 300 psi.

With above procedures and some patience, we have detected the decelerated

lithium signal, as shown in Fig. 5.31. On the same figure we also include the compar-

ison of the signal regarding different decelerator configurations, e.g. the initial and

final speed. A few observations from the figure include: (1) Lithium signal arrives

at a time of 7.5 ms, which agrees with a simple calculation based on the constant

deceleration. (2) The decelerator noise in the detected signal is a nice time marker

from which we extract the free expansion time of the slowed atom cloud is about

500 µs. (3) The initial and final speed of the decelerator configuration influence the

detected signal strength, a rough range of 20 m s−1 around the optimal initial speed

can give us the lithium signal.

We also checked the internal state of the decelerated atoms. We performed the

same measurement with two different laser frequencies, the pump laser transition

(2S1/2, F = 2⇒ 2P3/2) and the repump laser transition (2S1/2, F = 1⇒ 2P3/2). Through

this measurement, as shown in Fig. 5.32, we confirmed that the decelerated atoms

are all in their low-field-seeking states.

From the bottom plots of Fig. 5.31 one may notice that the lithium signal at the

output end decreases quickly once configured to slower final velocities. This requires

further optimization, which will be discussed in following sections. Once having all

optimization finished, the beam properties are then characterized.
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Fig. 5.31: Signal that first observed after our decelerator and its variances with
scan parameter. Figures includ the helium signal (not slowed) after the decelerator
measured from the RGA (A), the slowed Li signal after the decelerator with speed
vf = 300 m s−1 (B), with important experiment annotated on the figure, the lithium
signal with different decelerator initial speed configurations (C), and the lithium signal
with different decelerator final speed configurations (D).

5.6 Optimization

5.6.1 Overview

The optimization of the decelerator for a maximum throughput is a complicated

procedure. Relevant parameters that can help improve the detected lithium signal

include: the probing laser parameters, the decelerator speed parameters, the decel-

erator time sequences, and the Even-Lavie nozzle parameters, etc. I describe our

strategy to efficiently go through the optimization procedure as the following:

First, we optimize the laser detection. This is to make sure that the detected
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Fig. 5.32: Detected signal by laser fluorescence using only pump (left) and re-
pump(right). The measurement confirms that decelerated atoms are all at 2S1/2, F =
2 ground state.

signal correctly reflects the number of decelerated atoms. Second, with fixed laser

parameters, we optimize the timing related to different parts of the experiment, e.g.

nozzle pulse length, decelerator delay. Third, we optimize the decelerator speed con-

figurations. This step combined with the previous step helps to get us in a region

where we see a good amount of lithium; Fourth, fine tune Even-Lavie nozzle param-

eters around previous obtained values without decelerator. This step was performed

in case the previously obtained optimal parameters for a free propagation beam is

not valid for the decelerator. Finally, we fine tune the decelerator control sequence.

This was assisted by the pickup coil measurement, as in Section 5.4.2, in order to

further optimize the decelerator configurations in a finer manner.

5.6.2 Laser saturation

We used laser fluorescence for detecting the lithium atoms. As the first step,

we made sure that the laser frequency is above saturation. Doing this will confirm

that the total atom signal does not depend on its speed. In our experiment we used

a single frequency pump laser (2S1/2, F = 2 ⇒ 2P3/2) with power tunability to an

upper bound of more than 10 mW. A laser power scan result is shown in Fig. 5.33,

where we see that saturation is guaranteed with laser power above 2 mW given its

size of ∼ 1.5 mm diameter.
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Fig. 5.33: Probe Laser saturation power measurement with ∼ 1mm diameter size.

5.6.3 Decelerator delay

To optimize the measured total lithium signal after the decelerator, the atom cloud

has to be captured at a right time. We would measure the influence of delay on the

output lithium signal and see how sensitive it is to the experiment. The decelerator

trigger delay effectively decides the relative position of the atom cloud in the first

trap when deceleration begins.

Here we scanned the decelerator trigger delay over a range of 40 µs, which cor-

responds to the relative position change of atom cloud of about 19 mm, given the

initial speed v0 = 480 m s−1 and the final speed vt = 200 m s−1, as shown in Fig. 5.34

5.6.4 Decelerator initial speed

Previously we did a full characterization of the lithium beam speed under different

nozzle parameters when decelerator is not connected (Section 4.4). Now we scan

the initial trap velocity of the decelerator to match that of the lithium beam. The

decelerator initial speed was scanned with a step size of 5 m s−1, around 470 m s−1,

as shown in Fig. 5.35.
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Fig. 5.34: Decelerator delay scan relative to Even-Lavie nozzle pulse. The decelerator
is configured with initial velocity of 480 m s−1 and final velocity of 200 m s−1.

Fig. 5.35: Compare different decelerator initial velocities, with final velocity of 200
m s−1.

5.6.5 Decelerator acceleration ratio

Another parameter that must be optimized is the acceleration ratio, which adjusts

the acceleration set for the mannually divided two sections of the decelerator. The

480 traps are divided intentionally divided into two sections with 180 in first and 300

in the second section. The coils in the first sections bypass the LBOX to generate the

shortest possible pulses when atoms are moving the fastest. The acceleration ratio

a1/a2 between the two sections is thus used as a way to compensate this difference

in electronic design. Although this difference is already taken into account when
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generating decelerator sequence, fine-tuning may still be needed with this parameter.

A scan over this parameter is shown in Fig. 5.36, from which we set the optimal

deceleration ratio to be 0.9.

Fig. 5.36: Decelerator acceleration ratio fine tuning.

5.6.6 Optical pumping

As only atoms in LFS states are being decelerated, additional slow atoms can be

gained by optically pumping all atoms into the LFS states before slowing. This is

done using a repump laser (2S1/2, F = 1⇒ 2P3/2). From measurement shown in Fig.

5.37, a factor of 1.5 is obtained with the optical pumping, as compared to without

it. A theoretical estimation can be done as following: assume the atoms coming

out from the oven are evenly distributed among all 8 ground hyperfine states, 4 of

which are in LFS states(F=2, mF = −1, 0, 1, 2) and the other 4 are in the HFS (F=1,

mF = −1, 0, 1, F=2, mF = −2) states, as seen from Fig. 2.1. If we assume the repump

light pumps all the three F=1 states uniformly to the five F=2 magnetic sub levels,

the population of paramagnetic states now becomes a factor of (3 ∗ 4/5 + 4)/4 = 1.6

times that of before optical pumping. This factor is close to the measured result of

1.5 from Fig. 5.37.
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Fig. 5.37: Compare decelerated atom signal with/without optical pumping before the
decelerator. Data obtained at decelerator final velocity of 200m s−1, nozzle tempera-
ture 18K.

5.7 Characterization

5.7.1 Decelerated atoms at various velocities

Laser measurement was performed on the decelerated atoms at different final

velocities. The two lasers (denote as ‘laser1’ and ‘laser2’) are from the same imaging

beam as in Fig. 3.15, separated by distance of 19.5 cm. Each of these two lasers are

above the saturation power with spot sizes of 2 mm diameter and are carefully aligned

such that they intersect with atomic at a right angle. During the measurement, only

the decelerator final velocity was changed. The 2D map of time-of-flight measurement

from ‘laser1’ is shown in Fig. 5.38. The measurement from ‘laser2’ shows similar

feature with expanded beam size.

Based on these two-point laser scan, various aspect of the output atom beam can

be characterized, as discussed in follow sections.

5.7.1.1 Beam Velocity

The very first characteristic we would like to know is whether the atoms exiting

the decelerator are at the correct final speed. From the two-point measurement data,

we could extract the information of beam speed through the peak arrival time and

the laser separation distance. The measured and expected output speed of atoms by
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Fig. 5.38: Combined 2D map of decelerated atoms at various final velocities. Decel-
eration initial velocity: 475 m s−1.

the decelerator is shown in Fig. 5.39. As can be seen that the measured velocities

agree with expectation very well, with the largest deviations of 7.5 m s−1.

Fig. 5.39: Compare measured and expected velocity of atoms exiting the decelerator.
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5.7.1.2 Total Atom Number

The total number of atoms is estimated from the integrated time-of-flight fluores-

cence and interpolated it by the laser scan positions. Shown in Fig. 5.40 is the plot

of total atom number under different decelerator final velocities at the location of

‘laser1’. A comparison between measurements from ‘laser1’ and ‘laser2’ is also shown

with their values normalized to maximum.

Fig. 5.40: Estimated total atoms number(left) and compare of total signal change
between two lasers. Laser separation 19.5 cm.

During the measurement we also noticed that output atomic beam was clipped by

the vacuum tube connecting the decelerator and the measurement chamber, especially

when low decelerator final velocities were configured. This clear clipping is obvious

on Fig. 5.38. However, the above atom number estimation doesn’t count for this

lose, which means the actual output atom number right after the decelerator could

be higher.

5.7.1.3 Atom Beam Size

The atom beam size can also be obtained from the laser scan and time-of-flight

measurement. We performed this measurement at various decelerator final velocities

and extract the beam size from a Gaussian fit. The results are shown in Fig. 5.41.

Since the closest laser measurement point is about 15 cm down stream from the

decelerator exit, direct measurement of beam size output from decelerator could not

be measured. Fortunately, a fast beam the undergoes less transverse spread can give

us a value of the beam width that is close to the true size at the decelerator end. From
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‘laser1’ measurement at a final velocity of 400 m s−1, as shown in Fig. 5.42, we can

tell that the output atom beam size is about 7mm, smaller than 10 mm(decelerator

trap size).

Fig. 5.41: Measured atom beam size along transverse and longitudinal direction, after
propagating 15 cm(laser 1) and 35 cm(laser 2) from decelerator exit.

Fig. 5.42: Decelerated atom signal at 200 m s−1 with two different.
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5.7.1.4 Atom Beam Temperature

The atom beam temperature can also be extracted from our two-point laser mea-

surement. According to the previous discussion in Section 4.2.2, the extracted beam

transverse and longitudinal temperatures are shown in Fig. 5.43. Despite some noise

in the measurement, the output atom cloud has generally around 20 mK ∼ 30 mK

temperature, corresponding to a velocity standard deviation of 5 m s−1 ∼ 6.5 m s−1

in its center-of-mass frame.

Fig. 5.43: Atom beam temperature along longitudinal and transverse direction, ex-
tracted from two-point laser scan measurement.

5.7.2 Compare with the ribbon entrainment

The pulsed ribbon is added in addition to further boost the signal at the output

end of the decelerator. We did careful measurement of the decelerated lithium atoms

using the hot wire detector in order to get a total atom number. A comparison of

the two entrainment methods at decelerator final speed of 200 m s−1 is shown in Fig.

5.44.

From the measurements in Fig. 5.44, the total atom number obtained with only

oven entrainment is extracted to be 1.8 × 109 per shot, and 3.9 × 109 atoms per
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Fig. 5.44: Decelerated atom signal at 200 m s−1 with two different entrainment meth-
ods.

shot with ribbon entrainment combined with oven. One may notice that the ribbon

entrainment does not bring us as much of improvement as compared to the measure-

ment without decelerator. This is due to the heating effect from ribbon entrainment,

as shown in Fig. 4.18, where one may notice that the lithium beam temperature went

up together with increased entrained atom number by the ribbon. In order to reduce

the complexity of our experiment, the ribbon is not on for the rest of the experiment.
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Chapter Six: Optical molasses and chirped cooling

Atoms exiting the decelerator can be trapped directly with a permanent magnetic

trap, as shown by our collaborator Edvardas Narevicius [2]. In the future, we plan

to experimentally demonstrate a novel magneto-optical (MOP) cooling [101] (see

Section 7.3), which requires a controllable trap, i.e. a MOT that can be switched

on/off quickly. However, atoms leaving the decelerator will have an average velocity

of 50 m s−1, which is too fast for loading a MOT. Although the decelerator can be

modified (with some electronic and structural engineering) so that atoms moving with

even lower final velocities can be achieved, we decided not to move along this path

mainly in consideration of the budget. Instead, we added extra laser cooling stages

in order to load the MOT with the minimum change of appratus.

Transverse cooling through optical molasses is needed to minimize the transverse

expansion of the decelerated atoms before they are loaded to the MOT. Chirped

cooling is necessary to reduce the speed of atoms down to about 40 m s−1 or lower for

trapping. In this chapter, I discuss the basic theory of the optical molasses and chirped

cooling, and show our experiment results from implementing these two techniques on

the decelerated atoms.

6.1 Optical molasses

The interactions between atoms and light in a 2-level model is described by optical

Bloch equations (see Section 2.2.2). Under this simple model, the force exerted by

a near-resonant light on atoms can be derived from the photon scattering rate (Eq.

2.26) and Newton’s second law F = dp
dt

, where p is the momentum of a single photon.

This gives

Fspon = h̄kRscatt

=
Γh̄k

2

s0

1 + s0 + 4δ2/Γ2

. (6.1)

We call Fspon the spontaneous force for its dependency on photon absorption and

spontaneous emission, and k = 2π/λ is the wave number of laser.
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The largest scattering rate that can be achieved in this setting is when s0 � 1,

yields Fspon max = h̄kΓ/2. Using the lithium-7 D2 line transition as an example,

Fspon max ≈ 1.8× 10−20 N. This force will exert acceleration of 1.6× 106 m s−2 when

acting on atoms.

In order to make use of this scattering force for cooling an atom cloud, i.e. reducing

the velocity spread modeled by the Maxwell-Boltzmann distribution, the spontaneous

force must be velocity-selective. A good analog of this idea is a damped oscillator.

One may notice that the frequency detune δ = ω − ω0 of the photon (Eq. 6.1) seen

by atoms can be engineered as a function of the velocity using the Doppler shift,

∆ω = ~k · ~v, (6.2)

where ∆ω is the frequency shift in rad s−1, k = 2π/λ is the wave number, and v is

the atom velocity. Including this into our calculation, the total frequency detune of

the laser seeing by the atoms is then given by

δtot = ω − ω0 + ~k · ~v. (6.3)

The direction of photon momentum flow ~k determines the direction of the force

on atoms, while the total detune δtot decides which velocity group of the atoms that

will experience the force. In the one dimensional case, two counter propagating lasers

are used with a same frequency of ω < ω0 (‘red’ detuned). For a three level system

like the lithium-7 D2 line, an additional repump laser is ncessary close the scattering

cycle, as shown in Fig. 6.1.

Thus, the total force for any atoms in the cloud in the 1D-molasses becomes

~Fmolasses1D = ~Flaser1 + ~Flaser2

= ~Fspon(δtot = ω − ω0 − ~k1 · ~v) + ~Fspon(δtot = ω − ω0 + ~k2 · ~v)

=
Γh̄k

2

[
s0

1 + s0 + 4(ω − ω0 − kv)2/Γ2
− s0

1 + s0 + 4(ω − ω0 + kv)2/Γ2

]
v̂

,

(6.4)

where k̂ indicates that the direction of the force is along the atom velocity direction.
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Fig. 6.1: Illustration of optical molasses along one dimension.

At small Doppler shifts, ‖kv‖ � ω − ω0, the molasses force can be approximated as

~Fmolasses ≈
[
Fspon(δ = ω − ω0)− kv∂Fspon

∂δ

∣∣∣∣
ω−ω0

]
v̂ −

[
Fspon(δ = ω − ω0) + kv

∂Fspon

∂δ

∣∣∣∣
ω−ω0

]
v̂

= −2kv
∂Fspon

∂δ

∣∣∣∣
ω−ω0

v̂

=
8h̄δk2

Γ

s0

(1 + s0 + 4δ2/Γ2)2
~v

,

(6.5)

where δ = ω−ω0 is the laser frequency detune in rad s−1 relative to resonant transition

of that atom.

The relation between the molasses force and the laser detune is shown in Fig. 6.2,

at a fixed detune of 2Γ and saturation parameter s0 = 1. From the same figure one

can see that in the linear region at the middle of the plot, atoms experience negative

forces proportional to their velocities. The capture velocity of the molasses is thus

given by the boundary of this linear dependency, which is vc = σ/k = (ω − ω0)/k.

The corresponding capturing beam temperature is mσ2

kBk2
.

The same discussion applies to 2D or 3D cases.
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Fig. 6.2: 1D optical molasses force under different velocities. Laser detune 1 natural
linewidth, saturation parameter 1.

6.2 Chirped cooling

The spontaneous force discussed in Section 6.1 may vanish when atoms go out

of resonance due to the reduced velocity and thus the Doppler shift, especially when

atoms are moving with large velocities. Two techniques have been developed to

compensate the out-of-resonance issue: (1) Shift atom energy levels through external

magnetic fields, i.e. the Zeeman slower [96]; (2) Actively adapt the laser frequency

according to the velocity change. We chose the second method for its simplicity.

The application of the scattering force along one dimension brings us to the

chirped cooling. Unlike optical molasses, chirped cooling uses a single counter-

propagated laser beam with a constantly changing (‘chirped’) frequency. The total

detune of photons to the atoms in Eq. 6.3 is still valid, where ~v becomes the overall

translation velocity of the atom cloud.

There exists an upper bound of the laser chirping rate. The maximum deceleration

is given when the velocity change of atoms can just ‘catch up’ with the change of

laser frequency, or simply keep the maximum spontaneous force as in Eq. 6.1. Which
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yields δtot = 0 and

ω = ω0 + ~k · v

⇒
(
dω

dt

)
max

=
~k · ~v
t

⇒
(
dω

dt

)
max

= −kdv
dt

(assume k̂ · v̂ = 1)

. (6.6)

The maximum deceleration corresponds to the maximum deceleration is given by

amax =
dv

dt
= −Fspon

m

=
h̄kΓ

2

s0

1 + s0 + 4δ2
tot/Γ

2

=
h̄kΓ

2

s0

1 + s0

(when δtot = 0)

. (6.7)

Combine above two equations we can get an expression of the maximum chirping

rate, (
dω

dt

)
max

= − h̄Γk2

2

s0

1 + s0

. (6.8)

A large saturation parameter s0 � 1 is preferred in order to achieve large spon-

taneous force. In the case of lithium-7 D2 line, the maximum deceleration is amax =

−1.6× 106 m s−2 and maximum laser chirping rate is about 2.5 MHz µs−1.

6.3 Experiment

The final experiment setup of optical molasses and chirped cooling for loading the

MOT is shown in Fig. 6.9. A 1.33 inch cross chamber with viewports is connected

after the decelerator and is used for 2D optical molases. After the molasses chamber,

the atoms propagate over a distance of 40 cm where the chirped cooling is applied

during a small time window. The MOT chamber is also connected for future work.

6.3.1 Optical molasses on decelerated atoms

In our beamline, the atom cloud output velocity from the decelerator is tunable

from range 50 m s−1 to 350 m s−1, with both transverse and longitudinal temperature

of about 30 mK (≈ 6 m s−1). Considering the degrading of the signal due to the

133



expansion of the slow atom beam, we chose a velocity of 200 m s−1 for testing. A

simplified setup schematic is shown in Fig. 6.3

Fig. 6.3: The experiment setup for 2D map laser measurement of optical molasses.
The detection laser in oriented in/out of the image plane and scaned along the direc-
tion that optical molasses is applied.

First, special care was taken to make sure that our molasses laser and detection

laser beams are perpendicular to the atom beam. This was done by performing

laser spectroscopy under different atom beam velocities. The laser frequency of the

molasses is scanned by a VCO and its intensity was kept at about 0.01 mW cm−2,

far below the saturation intensity. An optimal right angle between lasers and the

atom beam is achieved when the spectroscopy plot for different atom beam velocities

overlap, as shown in Fig. 6.4. According to Doppler shift(Eq. 6.2) a small angle offset

will result in shifting of the frequency profile by amount of

∆ω = kv cos

(
π

2
+ θ

)
≈ kvθ, (6.9)

where k is the wave vector for pump or repump beam and v is the atomic beam

velocity along the longitudinal direction. Using an atomic beam velocity of 200 m s−1

as an example, we expect to see a 5 MHz shift on the frequency scan plot for an angle

deviation of 1 degree.

Once the lasers are well aligned, a 2D time-of-flight and detecting laser position

map is obtained, as shown in Fig. 6.5. Compared to the case without molasses, one

can see obviously that the cloud size is squeezed due to the applied optical molasses.

The integrated signal along detecting laser transverse position is shown in Fig. 6.6.

Interestingly, a 1D molasses with heavily imbalanced weak laser power between

the incoming and retroflected laser is shown in Fig. 6.7, where the 2D map data shows
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Fig. 6.4: Experimental measurement of 1D molasses with unbalanced(left) and bal-
anced(right) power.

Fig. 6.5: A 2D map comparison between no molasses (left) and with molasses(right).
The 2d map is obtain from scanning laser along the direction that molasses is applied.

a shifted atom cloud position in time. This is due to the fact that slower atoms arrive

later and are subjected to this imbalanced force for a longer amount of time, resulting

in a larger transverse shift.

The frequency detune of the molasses laser was scanned for optimization. An

obtained plot of total signal measured at a very narrow slice (∼ 1 mm) at the center

of the atom beam downstream is shown in Fig. 6.8. The fluorescence signal reflects

the cooling effects from the optical molasses. A higher signal level indicates a colder

beam that has more atoms spatially passes through the laser slice. From the plot, one
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Fig. 6.6: Integrated laser scan signal comparison for no molasses and with molasses
case

can learn that when the molasses lasers are far red or far blue detuned the molasses

exert no effects. As the laser frequency gets closer to resonant frequency, the molasses

induces compression on the neighborhood of small red detune and de-compression on

the neighborhood blue detune. An optimal frequency of the optical molasses is thus

can be obtained from this measurement, which is about -10 MHz.

6.3.2 Chirped cooling with modulated laser

We apply chirped cooling along beam propagation direction to further reduce the

translation speed of the atoms down to below 40 m s−1 which our MOT is capable of

capturing. A schematic of this setup is shown in Fig. 6.9.

We started testing chirped cooling on a beam with velocity 200 m s−1 after the

decelerator. Then the same procedure was applied to lower translation velocities.

The laser for chirping is taken from the molasses beam, through a power-sharing

setup using AOM, as shown in Fig. 6.10. The chirping laser is aligned such that

it can propagates from the very end of the MOT chamber through the 2.5 m long

decelerator tube all the way to the center of the Even-Lavie valve, thus guaranteeing

a good overlap ofthe laser and atomic beam.

If using an atomic beam a velocity of 200 m s−1 and target the final velocity to 30

m s−1, the scanning range of chirp laser has to be k‖vf−vi‖ = 2π
λ
‖vf−vi‖ ≈ 255 MHz.

We implement this by holding the PID in the laser locking system and modulating the

136



Fig. 6.7: 2D map of atom cloud after optical molasses with intentionally unbalanced
laser power between incoming laser and retroflected laser

grating piezo voltage, where there is a linear dependency between the laser frequency

and the grating piezo voltage. An example of the PID holding TTL signal and piezo

modulation voltage signal is shown in Fig. 3.21.

Before starting the chirped cooling, we calibrated the laser frequency change in

terms of the piezo voltage, by measuring laser frequency-piezo voltage plot. The

slope of this plot gives us the rate of frequency change per piezo voltage change.

The measurement was done in three different ways to get a good calibration: (a)

By laser locking error signal; (b) By locking loop RF frequency counter; (c) Direct

measurement by a wave meter.

Calibration using error signal The error signal generated by the laser beat

locking is symmetric with respect to a frequency difference of zero. In our locking

system, we know that locking to the point as noted on Fig. 6.11 will get 80 MHz from

the reference laser. Thus, we know the corresponding locking point in symmetric

gives -80 MHz. Considering that these two points are separated by 0.290 V, the laser

frequency change relative to the TA piezo voltage change is 551 MHz per volt.

Calibration using frequency counter This requires the laser to be unlocked
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Fig. 6.8: Total signal of atoms after optical molasses under different laser detune.

and the grating piezo modulation amplitude to be 0, effectively only changing the

piezo DC offset voltage. In the mean time one can read out the difference between

the TA frequency and the reference laser frequencyunder a particular piezo voltage.

Roughly about 10 data points were taken around our locking point and a liner fitting

is performed, as shown in Fig. 6.12, which yields 554 MHz/V.

Calibration using wavemeter The calibration using frequency seems simple

but is not quite accurate due to the lack of resolution. We also use direct measurement

of the laser frequency using our wavemeter (HighFinesse WS-7), which gives 2 MHz

resolution. We followed the same procedure as with the frequency counter and the

result is shown in Fig. 6.12, which indicates a laser frequency to piezo voltage relation

of 566 MHz V−1.

From above calibration one notice that there are deviations between calibration

methods. The methods using the frequency counter and the wavemeter are prone to

frequency drifting as the laser is not locked. We chose the calibrated TA frequency to

piezo voltage ratio to be 554 MHz/s, while in the experiment we keep in mind there

could be a 10 MHz calibration error.

We start testing with varying chirp start frequency by setting the targeted fre-

quency to be 0 MHz detuned from the resonance. Since for this test our atom beam

has a velocity of 200 m s−1, we choose to start from a higher bound (350 m s−1)

and gradually reduce the frequency. The time-of-flight signal from laser fluorescence

downstream is shown in Fig. 6.13.
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Fig. 6.9: Experiment setup for chirped cooling test.
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Fig. 6.10: Laser setup for power sharing between the molasses laser beam and the
chirping laser beam.

Fig. 6.11: Piezo voltage to frequency change calibration using TA beat lock error
signal.

From the figure one can see that when the chirp starting frequency corresponds

to a much higher Doppler velocity (280 m s−1 ∼ 350 m s−1) compared to atom beam

velocity (200 m s−1), a small part of the atom cloud is decelerated, but it is not

sufficient to stop the atoms. The atoms seem get more decelerated when subjected
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Fig. 6.12: Piezo voltage to frequency change calibration using a frequency
counter(left) and wavemeter(right)

to a lower starting frequency. This is due to the reduced chirping rate as we have

a fixed total chirping duration. As the chirp start frequency gets close to resonance

with the atoms, we observe a time-of-flight signal with two peaks with different speed,

which indicates that the chirping becomes more efficient for part of the atoms in the

cloud, but due to high chirping rate not all atoms are decelerated together. Further

reducing the chirp start frequency below the corresponding atoms’ velocity gets us

to no slowed atoms, at this region all atoms arrive before the measurement window

(9400 us) with their original velocities.

From this study we decide to set the chirp start frequency higher than the cor-

responding Doppler shift, such that laser interaction with atoms is guaranteed when

its frequency is lowered. We further studied the chirping duration as well as different

chirp end velocities.

The chirp end frequency corresponds to the expected final velocity of atoms. From

the previous test we notice that not all atoms are getting decelerated. Here various

of data taking under different chirp final velocities are shown in 6.14, with fixed long

chirp time. We observe that the total fluorescence signal of decelerated atoms stays

about the same at high final velocities (123 m s−1 ∼ 188 m s−1), and starts going

down when even lower velocities (< 113 m s−1) were approached. This is due to

the increasing time of atom cloud transverse expansion which we confirmed with a

scanning laser measurements.

Next, the total chirp time was studied at fixed starting and ending frequency. As

shown from the 2D map data in Fig. 6.15, there are two ‘strips’ of detected signal,
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Fig. 6.13: Time-of-flight measurement of chirped atoms with different chirp start
frequency corresponding to labeled velocities. Shared Y-axis with the same scale for
signal in a arbitrary unit.

the ones that arrive earlier are atoms that were not interacting with the laser, wjereas

the ones come later in time are from the atoms that got slowed by the laser. As the

chirp time increases, more atoms are transferred to the slower part because of the

increased interaction time.

The same chirp time scan was performed for a different laser chirping range, shown

in Fig. 6.16.

One important parameter for us is the final velocity of the atom cloud after

chirping, ideally one would take a two-point measurement of the atom beam to decide

its velocity; however, in our setup only one laser measurement point is accessible.
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Fig. 6.14: Time-of-flight measurements of chirped atoms with different chirp end
frequency corresponding to labeled velocities.

Nevertheless, we came up with a method that would allow us to estimate the beam

speed from its arrival time at the detection point.

We have a fixed distance of L = 0.40 m between molasses chamber (where we know

the beam arrival time t0) and the detection point in the MOT chamber. Assuming

that the atom beam has an initial velocity v0 and an actual final velocity of vt after

chirped cooling, denoting the start chirping time is tD (chirp delay), then the arrival

time of atoms at the detection point after chirp is given by:

t = tD +
L− v0(tD − t0) + C

vt
(6.10)
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Fig. 6.15: Time-of-flight measurement of chirped atoms with different chirping
duration(y-axis).

Where C is a constant that counts time during the deceleration and some fixed margin

time between the chirping start and the actual deceleration. From the above equation,

if we scan the chirp delay tD over a range of values, the slop of the t− tD plot yields

a value of −v0/vf , which is the ratio between the initial and the final velocities of the

atom beam. An example of such chirp delay scan is shown in Fig. 6.17.

Using this method as an estimation, we could figure out the final velocity of

the atom beam. We explored the parameters needed for slowing atoms from various

velocities to below 40 m s−1, with which we can then move on to the future experiment

of trapping atoms in a MOT.
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Fig. 6.16: Time-of-flight measurement of chirped atoms with different chirping dura-
tion for different chirp frequencies.

Fig. 6.17: An example of extracting beam velocity from chirp delay scan. Left: a 2D
map of time-of-flight measurement under different delay scan. Right: extracted atom
cloud arrival time versus chirp delay, where the slope of the linear fit gives the ratio
of velocities before/after chirp.
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Chapter Seven: Conclusion

In the cold atom physics community, significant progresses have bee made since

the realization of a BEC [3, 21, 32]. It has opened the possibility of a truly coherent

matter wave. A few of the many related areas include an atom interferometry [28,37],

atom laser [51, 68], atom lithography [107], and ultra-sensitive magnetometry [117].

A key limiting factor in the performance of all these devices is the spectral brightness

and therefore the flux of the atoms. Moreover, the applicable atom species are limited

to alkali atoms and a few others (Section 1.2.1). The work outlined in this dissertation

explored a solution to the above two limitations. Improvement in these factors and

thus above mentioned areas will lead to a wealth of progress in atomic physics.

This chapter provides a summary of this dissertation. I also disscuss the current

bottlenecks of the experiment as well as the improvements that can be made to

further enhancing its performance. The described methods, combined with our future

work on Magneto-Optic Cooling (MOP), is potentially able to provide a versatile

alternative to the state-of-the-art laser cooling method.

7.1 Summary of work

We have proposed a general method for generating cold atom sources with high

flux. Due to the nature of our method, any atoms in the periodic table that are

paramagnetic or can be made paramagnetic are candidates for a cold atom source.

We demonstrated our approach using lithium atoms and reported that 108 atoms at

temperature of 30 mK can be achieved every 10 ms, at nearly zero velocity in the

laboratory frame. Improved performance of our experimental setup can be easily

achieved with some additional engineering, as described in Section 7.3.

We based our atom source on a combination of an Even-Lavie supersonic nozzle

and an effusive hot oven. The supersonic nozzle, when operated at high stagnation

pressure of 300 psi and low temperature of 15 K, generates a supersonic beam of about

1013 helium atoms at 100 mK. We then entrained lithihum atoms from a hot oven

that is electrically heated to 550 ◦C, by which we achieved 1010 lithium atoms per

pulse after the skimmer. This lithium beam has the same temperature as the carrier
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at equilibrium and a longitudinal speed of ∼ 500 m s−1. A magnetic decelerator with

480 anti-Helmholtz coil pairs was then built to decelerate these lithium atoms to 50

m s−1, while preserving their low temperatures. A lithium beam with 108 atoms at

the end of the decelerator was achieved, at a temperature of 30 mK.

We explored the supersonic beam and entrainment under various settings. Specif-

ically, we characterized the helium beam from the Even-Lavie nozzle under different

sets of parameters, making sure that we could have a decently slow beam with a

low temperature. Then we studied the entrainment of lithium atoms into the helium

beam, by a hot oven and a pulsed ribbon. The resulting lithium beam was charac-

terized and optimized with the current experiment settings. Lasers and a hot wire

detector were used for detection and characterization.

The magnetic decelerator was constructed and tested in multiple phases. The

magnetic field in the decelerator traps were measured and characterized. A series

of electronics were built and their output voltage and stability were tested. While

assembling various parts, we incorporated diagnostic circuits to provide system level

testing and debugging. Time control sequences were realized through FPGA boards

and the program interface was implemented. We explored a large parameter space to

optimize the decelerator sequence. The output beam from the decelerator at different

velocities and other conditions were characterized.

Before extra engineering are implemented to further improve the performance

of the decelerator so that no lasers are needed for cooling, we prepare our current

working system for trapped atoms, using optical molasses and chirped cooling. By

the time of this dissertation was written, we achieved trapped atoms in a MOT with

2 s lifetime and an estimated atom number of 108 per pulse.

7.2 Limitations and improvement

There are a few problems that limit the performance of our entrainment and decel-

erator. As for the entrainment part, the lithium atoms coming out from the hot oven

occupies almost an angle of 180◦, which limits the efficiency of the entrainment. This

additional limits the highest temperature we can operate the oven, as the vacuum

can only be maintained at 10−7 Torr, which corresponds to a maximal oven tempera-

ture of 600 ◦C. Moreover, operating the oven at higher temperatures accelerates the
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depletion of the lithium. We tried to limit the angle spread by an oven with capillary

tube filled nozzle as was done in previous work by David M. Weld et al. [106], but

at temperatures above 550 ◦C, the performance of the oven is poor as it no longer

operates as an effusive source of lithium.

An improvement could be to increase the aspect ratio of the capillary tubes.

Though this may limit the total output flux of lithium, the narrower emission angle

spread would improve the entrainment efficiency. Another potential solution could

be a circulating heat pipe, a ‘T’ shaped oven to limit the output of the lithium while

increasing the interaction between the lithium and the carrier gas.

The idea of using a pulsed ribbon in addition to a hot oven is a great method to

increase the effective entrainment duty cycle. However, as shown in Fig. 4.18, the

gain factor of 20 is accompanied by an increasing temperature of resulting beam,

by a factor of 3, which is not desired. Additional experiment trials and simulation

of the ribbon-to-beam distance may enable us to find a better configuration where

entrainment by a pulsed ribbon would improve the atom number without substantially

increasing the temperature of the beam.

There is still a lot of room to improve the performance of our decelerator. First, a

compact design of connection between our source chamber and decelerator would im-

prove the coupling of atoms into the decelerator tube. Previously we achieved about

factor of 10 improvement by replacing a 2.75 inch chamber with a shorter guiding

tube. Second, more robust electronics could help increasing the trap depth of the de-

celerator, which in turn would enable us to operate the supersonic beam at a higher

temperature and effectively achieve a higher flux, as shown in Fig 4.11 and Fig. 4.13.

Recently the group of our collaborator Prof. Edvardas Narevicius has implemented

superconducting coils to enable higher current in their coils. Third, the output cou-

pling of the decelerator could be improved. As shown in Fig. 5.38, the output atom

beam is clipped by the narrow inner diameter of connecting vacuum parts, due to the

expansion of atom cloud at a low velocity. Shortening this distance could improve the

output coupling the decelerator and achieving more atoms. Additionally, the lowest

terminal velocity of the decelerator is 50 m s−1 under the current design. This is due

to the fact that a longer high current pulse is needed at lower decelerator velocities.

It is not hard to solve this problem by utilizing larger capacitor banks and improved

electronics. Once this is done, a slower velocity can be achieved and atoms exiting

the decelerator could be directly loaded to a MOT without the assistance of optical
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molasses and chirped cooling.

7.3 Future goals

The most exciting future direction of this project is to experimentally realize the

MOP cooling on trapped atoms. MOP cooling is a newly proposed cooling method by

our group in 2014 [101], which is a conceptually new method which relies on magnetic

forces to realize the phase space compression of atoms cloud. An ensemble of lithum-7

atoms can be prepared as a mixture of LFS and HFS, which will change its phase

space density if a quick magnetic pulse is applied.

Specifically, if all atoms moving along a given direction (e.g. +z) are transferred

to an LFS state and all atoms moving in the opposite direction (-z) placed in a HFS,

magnetic field with a gradient along z will push both groups to have lower velocities.

This in turn lead to a phase space compression along the velocity direction. An

illustrative schematic is shown in Fig. 7.1

Fig. 7.1: A demonstration of MOP cooling.

There are three distance preparation steps are needed. First, optical pumping is

used to transfer all atoms in the same magnetic state. Second, the selective optical

pumping, which can be done either in a real space or in velocity space. In real space
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one needs to shape the laser to only cover half of the trapped atom cloud, while in

velocity space, one could use the well-established technique called stimulated rapid

adiabatic passage [119]. Third, one-dimensional magnetic kicking, has been demon-

strated in our accepted paper “Observation of a quasi-one-dimensional variation of

the Stern-Gerlach effect”(accepted on March 19, 2019). This 3-step cycle can be re-

peated for a new velocity distribution until a required compression along the chosen

velocity axis is achieved. Alternatively, a combination of coils and lasers oriented

along other axes can be used to realize the 3D phase space compression.

The above methods of entrainment, deceleration, and MOP cooling, together

with well-established methods of optical pumping, magnetic trapping and perhaps

evaporative cooling, will enable the creation of an ultra-bright atoms laser [101]. Such

a cooling method may be used to produce a very large BEC, which would benefit areas

such as atom interferometry [28, 37], atom laser [51, 68], atom lithography [107], and

ultra-sensitive magnetometry [117].
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